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Questions in Fluid Mechanics: 
Mixed Mechanisms, Complex Shapes, and Transitional Regimes: 

Help Us Decipher the Devices of Organisms 

by Steven Vogel1 

Fluid mechanical phenomena provide both opportunities 
upon which organisms, through natural selection, have capi­
talized as well as constraints that selection, however intense, 
can't escape. We biologists who seek to identify these oppor­
tunities and constraints face what to an engineer must appear 
a queer situation. We see the solutions, and from them we try 
to infer the underlying problems. 

Furthermore, by comparison with human technology, the 
solutions themselves commonly have a somewhat odd char­
acter. Nature has no antipathy toward analytically-awkward 
combinations of physical mechanisms and toward awkward 
regimes of flow. Problems of biological interest commonly 
combine viscous and inertial effects, vortices without true sta­
tistical turbulence, air-water interfaces, and non-steady flows— 
even where the fluids are decently Newtonian and the solids 
keep their shapes. Simplifying assumptions (beloved of both 
biologists and engineers) concomitant with simulations are es­
pecially hazardous at early stages of investigations, where just 
what matters is hard to guess. And the errors introduced by 
such assumptions are likely to have a peculiar bias when applied 
to any machine designed by natural selection. The latter is an 
optimization process operating in the context of a machine's 
normal operating conditions. Since simplifications represent 
deviations from normal conditions they'll usually not show 
the machine at its best. The most infamous example, of course, 
is the partly apocryphal demonstration that the bumblebee 
can't fly. 

We've often found it most useful to use what one might call 
an "abstraction gradient," running from field data through 
measurements on organisms under controlled conditions to 
physical models and thence to computational and analytic 
modelling—again we reverse the normal design process of hu­
man technology. And we often use a tool of far greater analytic 
power for natural than for human technology. Where similar 
structural arrangements have evolved independently in several 
lineages ("convergence") we recognize these as strong evidence 
of some common functional imperative. For instance, we could 
make a very good guess about profiles appropriate for stream­
lined struts from a look at the legs of insects that cling to rocks 

'Department of Zoology, Duke University, Durham, NC 27708-0325. 

in torrential streams and at the hammers of hammerhead 
sharks. 

All of which is prefatory to a cry for help. Again and again 
I've felt the need for basic information on physical systems 
with which to compare our organisms or their bits and pieces. 
What's available too often applies to flow regimes too disparate 
from those with which I'm working to be confidently trusted 
as relevant. Readily available data and formulas for physical 
systems most often apply to Reynolds numbers higher or lower 
than those encountered by macroscopic biological systems— 
very roughly between one and a million. And they rarely take 
account of our world of mixed physical mechanisms. To give 
a few examples... 

(1) Many sponges feed by pumping water into small pe­
ripheral holes, through a filter, and out a large apical hole; 
similarly some tropical termites ventilate their mounds by mov­
ing air in through peripheral porous regions and out apically. 
Both are arranged to make a primary ambient flow help out 
in generating their internal secondary flow, somewhat in the 
manner of an aspirator or carburetor. Many other cases of 
this use of winds and currents are known. Such secondary 
flows are easy to produce with devices for which the assumption 
of inviscid flow is adequate. But the organisms induce such 
flows in cases where viscous entrainment appears to be the 
main agency and with every mix of viscous and inertial effects 
in the velocity gradients near surfaces. Could we have some­
thing a little more powerful than small corrections for viscous 
entrainment at the static apertures of Pitot tubes? 

(2) The pointed tips so common on the leaves of trees and 
shrubs appear to be (at least in part) devices to use the Coanda 
effect to help shed water. The scheme ought to matter most 

' for leaves exposed to rain without simultaneous wind, helping 
them avoid bearing an unnecessary weight of water. Thus it's 
reasonable to find the greatest elaboration of what have been 
usually called "drip tips" convergently evolved on the un-
derstory leaves of rain-forest trees. The Coanda effect is com­
monly explained using Bernoulli's principle and inviscid flow. 
But it takes only a little experimentation on leaves to recognize 
the involvement of both surface tension and viscosity. How 
do these different physical mechanisms interact? 

(3) Leaves, again. They're a little like flags—flexible objects 
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in flows—but flags suffer rather high drag relative to their 
areas. The drag of broad leaves is several times less than that 
of flags of the same area at the same speeds, and their shapes 
and flexibility appear to be specifically attuned to accomplish­
ing the feat. In increasingly strong and turbulent winds (of 
speeds that might put a tree at hazard of toppling), many leaves 
reconfigure into increasingly tight cones or cylinders; these are 
quite stable and have far lower drag than leaves that have been 
prevented from reconfiguring. But leaves are multifunctional 
structures, and their forms reflect the combined demands of 
light interception, low-speed' convective cooling, water shed­
ding, and so forth—as well as drag minimization in storms. 
Leaf shape is certainly variable—but what options are open 
and attractive and what variations are maladaptive and in­
appropriate? We know too little about design versus perform­
ance of flexible surfaces with low drag. 

(4) For that matter, relatively little information seems to be 
available on the design even of rigid, low-drag structures at 
low (but not creeping) Reynolds numbers. What are the pos­
sibilities open to the fuselage of a bird or insect, the body of 
a small, fast-swimming crustacean, and so on? And, once 
again, what rules apply when the physical conditions get a little 
more complicated? We know of least two cases, the lower bill 
of birds called "skimmers" and the hind legs of fishing bats, 
in which a structure penetrates the air-water interface and 
moves through the water at very high speeds. In both these 
latter, drag may be especially awkward because of the peculiar 
location of its line of action. 

(5) And what about lift? We encounter lots of lift-producing 
devices at Reynolds numbers between about 100 and 100,000. 
Sometimes, as with most wings and with many fins and swim­
ming legs, lift is highly desirable; sometimes, as with a flatfish 
or sand dollar on the bottom of a bay or a limpet or snail on 
a rock, lift is more hazardous to its purchase than is drag. 
Little data seem available for the design of lift-maximizing 
shapes in this range. Even less well-studied are the options for 
lift minimization for creatures that form protrusions from solid 
substrata. 

(6) Unsteady flows are the inevitable products of valve-and-
chamber pumps, of pulsating jets, of oscillating appendages, 
of predators that lunge, of prey that shrink swiftly, of suction-
feeding fishes, of attached organisms subject to surging waves. 
We're beginning to take seriously the special character and 

We read with interest an Editorial published in the September 
1993 issue of the Journal of Fluids Engineering (Vol. 115, No. 
3, pp. 339-340), authored by Dr. C. J. Freitas, regarding the 
revised Policy Statement on the Control of Numerical Accu­
racy. The statement has given explicit guidelines for the ac­
curacy requirement and assessment of numerical computation 
for fluid flow problems to be published in JFE; it has also 
given preference to certain types of numerical methods, most 
notably those with at least second-order spatial accuracy. We 
feel that the goal of setting a standard to help control the 

'Department of Aerospace Engineering, Mechanics & Engineering Science, 
University of Florida, Gainesville, FL 32611-2031. 

2Rocketdyne Division, Rockwell International Corporation, Canoga Park, 
CA. 

.x consequences of these cases and of matters such as determi-
it nation of the drag of a swimming creature by looking at how 
:s it decelerates when coasting. But what we have available are 
i- mainly tests designed to tell when it's safe to ignore unsteady 
if flow and factors for the virtual mass of simple shapes in inviscid 
:s flows. Our shapes, though, aren't usually simple, and our flows 
e are almost always viscous. For instance, I once encountered a 
n significant added mass on flat plates moving nearly parallel to 
il flow—on the extremely light-weight wings of a very small 
if insect, where added mass seemed a simple proportion of 
I- boundary layer mass. Might someone take a careful look at 
;. virtual mass in oscillating, viscous flows? 
n Our world of concern may be a physically messy one, be-
i- tween the multiplicity of mechanisms and its location in the 
i- twilight zone between dependable order and describable chaos, 

but it's the world with which we're stuck. Professionals in fluid 
e mechanics have been of great assistance to many of us in ways 
it ranging from help with technology to extracting our feet from 
i- our mouths on conceptual matters. But gratitude for a history 
f of help, although merited, isn't the present point. Rather I 
e strongly urge upon fluid mechanists a more positive role— 
e using biological situations to suggest where general phenom-
II enological information might be useful to have, for biologists 
:, immediately and for engineers at least potentially. After all, 
d technological imperatives have commonly provided impetus 
e for basic work—why not the imperatives of biology as well? 
r One's perspective on fluid mechanics can only be broadened 

in the process. I strongly urge, as well, a broad look at biology. 
g For one thing, the world of organisms is exceedingly diverse, 
i. one not limited to humans or even vertebrates. For another, 
- the successes of a few hundred million years of evolution can 
h provide some assistance. Again, convergences upon specific 
n designs are fingers pointing to salient physical devices, and 
;. they give better hints than those afforded by the empirical 
g technology of one's human predecessors, 
r As introductions to the concerns of biologists (as well as 
d references for all the cases mentioned), I suggest the two recent 

sources below. 

References 
' Denny, M. W., 1993, Air and Water: The Biology and Physics of Life's 

Media, Princeton University Press, Princeton, NJ. 
Vogel, S., 1994, Life in Moving Fluids, 2nd Edition, Princeton University 

| Press, Princeton, NJ. 

quality of numerically oriented journal papers is definitely a 
very important one. We also appreciate the diligence of the 
Coordinating Group on Computational Fluid Dynamics 
(CGCFD), and particularly the efforts of Dr. Freitas. How­
ever, this Policy seems to be written in too restrictive a way, 
and will likely impose unnecessary constraints on JFE in the 
search for high-quality numerical work. We would like to 
convey some of our concerns about the above mentioned Policy 
Statement, hoping to promote further dialogue in the fluids 
engineering community. 

The focus of the revised Policy seems mostly on the finite 
volume/difference/element methods. Besides these popular 
approaches, other methods have found successes in treating 
interesting and practically relevant problems. Some examples 
come to mind include stochastic methods, such as those based 

Comments on Policy Statement on the Control of Numerical Accuracy, 
Journal of Fluids Engineering, Vol. 115 (1993), pp. 339-340 

by Wei Shyy1 and Munir Sindir2 
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Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



in flows—but flags suffer rather high drag relative to their 
areas. The drag of broad leaves is several times less than that 
of flags of the same area at the same speeds, and their shapes 
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on the discrete vortex elements (Chorin, 1973), and Monte 
Carlo simulations for obtaining probability density functions 
(Pope, 1985), and spectral methods (Canuto et al., 1988). In 
general, spectral methods are of high formal order of spatial 
accuracy whereas, the particle methods improve the solution 
accuracy at slower rates as the number of particles/ensembles 
increase. Finite volume/difference/element methods, which 
have many different formulations with varying orders of ac­
curacy, in time and in space, are often more effective for 
solving engineering problems involving complex physics and 
geometries. Evidences abound that the nominal order of ac­
curacy of each of these above methods does not necessarily 
give adequate indications in terms of the relative merits among 
them. It appears clear that any official policy to be imple­
mented by a journal should address the requirement regarding 
the control of actual accuracy of a reported solution rather 
than restricting the numerical schemes employed. This obser­
vation brings out our major concerns regarding the scope of 
the Policy Statement. 

(i) It doesn't seem appropriate for this Policy to deal only 
with a restricted class of computational methods. Require­
ments such as' 'Methods must be at least second order accurate 
in space" shouldn't be applied as a universal criterion. Cost 
for obtaining accurate solutions is a more relevant measure 
which obviously is very hard to assess in a fair and objective 
way for many cases. 

(ii) The order of accuracy requirement should not be applied 
to "space" only and further restricted to the "nodes in the 
interior of the computational grid." Furthermore, in spatial 
coordinates, one needs to distinguish the treatments between 
convection, diffusion and source terms. For consistency one 
also has to maintain the true accuracy of the proposed schemes 
by accounting for the effects of zonal (for multi-zone or multi-
block calculations) and physical boundaries in addition to the 
"interior nodes." The collective order of accuracy of the 
schemes used to handle the various terms for entire fluid flow 
problems is more important. However, it is not easy at all to 
rigorously assess the true order of accuracy in a grid system 
utilizing non-uniform and curvilinear coordinates often needed 
for computing a practical flow problem. Adopting schemes 
which maintain high order of accuracy only on regular grids 
is not sufficient for complex flow computations. 

(iii) The formal order of accuracy is useful mainly for so­
lution with smooth profiles. Practical fluid flow problems fre­
quently involve high gradients and discontinuities. For flows 
with such features, formal order of accuracy and true accuracy 
are not necessarily consistent. Furthermore, based on the same 
basic discrete operator, it is possible to devise different im­
plementations which while possessing the same formal order 

I have read with interest the recent note written by Dr. Shyy 
and Dr. Sindir. I believe that some of their statements are 
already stated in the new JFE Policy statement (Freitas, 1993). 
There is probably no doubt in anyone's mind that the papers 
published in a reputed journal such as the JFE should be 
scientifically accurate to the best of available technology. In 
experiments, the accuracy is dictated by available electronic 
and mechanical components. In numerical papers, the algo­
rithm plays that part. Drs. Shyy and Sindir are correct in 

1 Department of Mechanical and Industrial Engineering, University of Illinois 
at Urbana-Champaign, Urbana, IL 61801. 

of accuracy, produce solutions of very different actual nu­
merical accuracy (Shyy, 1994).* 

The basic issues in CFD should be accuracy, stability, and 
consistency. Furthermore, accuracy issues should include both 
numerical and physical model related considerations to provide 
a more meaningful assessment of the computations. Therefore, 
it seems more useful for JFE to implement a policy that stresses 
these basic requirements with appropriate quantification, and 
establishes a consistent, realistic and technically viable pro­
cedure. We believe the' ASME CGCFD has laid out certain 
guidelines that could very well serve as a starting point for 
establishing this procedure. However, in finalizing this pro­
cedure we should, in our opinion, try to avoid vague statements 
such as "assess and minimize" and blanket rules such as 
"Methods should be at least second order accurate in space." 
The current status of computational fluid dynamics is not easy 
to be regulated by some simple rules. Many sophisticated meth­
ods have been developed for solving difficult problems. On 
the other hand, many practical engineering problems are still 
heavily relying on methods classified as first order, and for 
good reasons. We should not decide a priori which methods 
to be preferred. Instead, we need to ensure that the solutions 
reported contain enough information to enable the readers to 
assess the confidence levels of such results. A practical goal 
of CFD is to produce solutions accurate enough, using the 
most effective methods, to gain new understanding and/or 
making new design. Personally, we do not promote first-order 
computational schemes, definitely appreciate the importance 
of searching for accurate methods, and have contributed to 
this topic. We are definitely not in favor of publishing work 
based on the computations on a single grid layout without a 
thorough investigation of the accuracy obtained, either. How­
ever, we recognize that the issues involved here are complicated 
in nature, and will take a concerted effort by our whole com­
munity to gradually clarify them. We do hope that JFE will 
adopt a policy which is fair, thoughtful and can be implemented 
by a larger segment of the CFD community while improving 
the standard of publishing the numerically oriented papers. 
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This is true in practice for some cases even if one uses large number of grid 
points. 

insisting that the order of the scheme is not the one which 
should be stressed. It is the accuracy. I agree. However, per­
forming systematic grid-independent studies with first order 

• schemes is very laborious because of the sluggish nature of 
error reduction. In the past (late seventies) several papers have 
appeared which have increased the number of grid nodes only 
by a small fraction in regions of steep gradients and have 
claimed grid-independent solutions using the hybrid scheme. 
These have promoted a sense of false security in subsequent 
papers and also in many current papers still being submitted 
to JFE. The second order accuracy in the interior is only a 
small requirement to now improve this trend. I do not think 
that papers with higher than second order accuracy will be 
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disqualified! I agree that when it comes to curvilinear grids 
and non-uniform grids, many methods can become first order. 
The new policy does not go that far in insisting that second-
order accuracy needs to be demonstrated on arbitrary grids. 
However, if the grid is carefully chosen and the skewness 
minimized, second-order accuracy for convective/diffusive 
fluxes may be achievable. Drs. Shyy and Sindir correctly point 
out that the two schemes with the same order of formal ac­
curacy can give different results on a given grid. I agree, but 
that is because of insufficient grid refinement with both 
schemes. Finally, results from both schemes must be coincident 
after sufficient grid refinement. I do not think that the journal 
will be merely satisfied with the use of a coarse grid with a 

One of the covert objectives of the new Policy Statement 
on the Control of Numerical Accuracy was to incite an open 
discussion of the issue of numerical uncertainty. As chairman 
of the Coordinating Group on Computational Fluid Dynamics 
and as a past Associate Editor of the Journal of Fluids En­
gineering, I have seen too often the subject of numerical ac­
curacy neglected or treated like an annoyance. I am glad to 
see that open discussion has broken out and is beginning to 
run rampant. I thank Drs. Shyy and Sindir for initiating this. 

With regard to the comments of Drs. Shyy and Sindir, I do 
agree with them that the basic issues in CFD are those of 
accuracy, stability, and consistency. And that accuracy must 
address both numerical and modeling issues. However, I do 
not agree that the cost of a simulation is a relevant measure. 
Certainly, cost is important, but who cares what the cost is if 
the simulation is wrong or provides no realistic engineering or 
scientific insight to the problem? It has been my experience 
that clients do not care what the cost of a simulation is as long 
as it provides the information they need to design or enhance 
their process or equipment. The use of second-order spatial 
methods or their equivalent does not add a significant amount 
of overhead to the simulation, but does provide a significant 
improvement in accuracy. Drs. Shyy and Sindir confuse the 
issue of second-order spatial accuracy, by discussing the col­
lective order of accuracy of the algorithm. If we were to require 
that the algorithm be second order, including the temporal 
accuracy and boundary condition implementation, then we 
would be overly restrictive. But, we intentionally specified that 
only the interior nodes be solved using second-order spatial 
methods, a reasonable first step toward a useful set of criteria 
for numerical accuracy. 

We further agree with Drs. Shyy and Sindir that to formally 
determine the accuracy of methods for non-uniform and non-
orthogonal grid systems is difficult. But then, that is why we 

1 Southwest Research Institute, San Antonio, TX 78284. 

The principal objection of the subject comment seems to be 
the categorical rejection of first-order accurate spatial differ­
encing. To support this objection, the authors raise several 

'President, Ecodynamics Research Associates, Albuquerque, NM 87119. 

second order accuracy scheme. Grid-independence must still 
have to be shown despite higher accuracy. 

The goal of JFE should be to publish descriptions of fluid 
flow phenomena in engineering devices to the best scientific 
accuracy possible. I believe that it is not an unreasonable de­
mand to insist accuracy checks on the numerical results. The 
insistence of at least second order accuracy only helps towards 
that goal, but if a first order scheme is used and sufficient 
number of tests are conducted to show grid-independence, I 
see no reason whysuch a paper will be rejected. Finally, I fail 
to see why cost of obtaining a solution should be an indicator 
of the accuracy of the flow fields, as we are talking about 
trusting the results rather than paying for them! 

are requiring a demonstration of accuracy through a grid re­
finement study. I don't believe that methods of the same formal 
accuracy will produce "very different" results at sufficient 
grid resolutions. If they do not give similar results at fine grid 
resolutions, then one or both are not satisfying consistency 
conditions. Certainly (and hopefully), a first-order spatial 
method using a sufficiently fine grid resolution will give the 
same results as a higher-order method at a coarser grid reso­
lution. This, after all, is the fundamental premise of numerical 
methods, that as the grid resolution gets finer, it approaches 
the continuum solution, regardless of order of the method. It 
just may take a whole lot more nodes for a lower-order method 
than for a higher-order method. Certainly, in principal, a de­
tailed grid convergence study may be performed for a first-
order method, potentially demonstrating accuracy of results. 
However, to properly perform such a study would require 
excessive amounts of cpu time due to the slow rate of reduction 
in global error, and even then, numerical diffusion will still 
have a deleterious effect on the computed results even though 
it scales with grid spacing. Therefore, we have recommended 
to the Editor of this Journal to categorically eliminate first-
order methods from papers published in it. 

Finally, I agree with Drs. Shyy and Sindir that CFD is not 
easily regulated. Few complex methodologies are. However, 
CFD has advanced sufficiently and has taken a position equal 
to that of experimental methods in the solution of the problems 
of engineering and science. It is only fair and appropriate that 
we in the CFD community, require of ourselves equivalent 
standards for evaluation, like those that the experimental com­
munity has adopted for themselves. Again, we are not pro­
moting methods or approaches, but are attempting to provide 
guidelines for the evaluation of scientific and engineering 
works. Certainly, first-order methods will be used to design 
and enhance engineered systems, and provide sufficiently ac­
curate answers for this purpose. But, are these results then 
suitable for publication in an archival journal (to the level that 
these simulations are typically performed). In general, I believe 
the answer is no. 

points, none of which appear to this reader to support their 
position. 

Contrary to the comment, the Policy does not "deal only 
with a restricted class of computational methods." It is true, 
as is well recognized by all, that the impetus for the Policy 
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Review: Laminar-to-Turbulent 
Transition of Three-Dimensional 
Boundary Layers on Rotating 
Bodies 
The laminar-turbulent transition of three-dimensional boundary layers is critically 
reviewed for some typical axisymmetric bodies rotating in still fluid or in axial flow. 
The flow structures of the transition regions are visualized. The transition phenomena 
are driven by the compound of the Tollmien-Schlichting instability, the crossflow 
instability, and the centrifugal instability. Experimental evidence is provided relating 
the critical and transition Reynolds numbers, defined in terms of the local velocity 
and the boundary layer momentum thickness, to the local rotational speed ratio, 
defined as the ratio of the circumferential speed to the free-stream velocity at the 
outer edge of the boundary layer, for the rotating disk, the rotating cone, the rotating 
sphere and other rotating axisymmetric bodies. It is shown that the cross-sectional 
structure of spiral vortices appearing in the transition regions and the flow pattern 
of the following secondary instability in the case of the crossflow instability are 
clearly different than those in the case of the centrifugal instability. 

1 Introduction 
Clarification of the transition process, and prediction of 

transition condition on axisymmetric rotating bodies, are sig­
nificant not only in fundamental research interests in three-
dimensional boundary layer transitions of rotating bodies, but 
also in technological developments concerned with internal 
flow in turbomachinery. Boundary layer flows over rotating 
bodies will be expected to show much more complicated struc­
tures in their transition region than those of two-dimensional, 
nonrotating bodies, since in the former case the external body 
forces, such as centrifugal force and Coriolis force, play an 
important role in the transition process. 

In the present review, laminar-turbulent transition of the 
three-dimensional boundary layer, which develops over an ar­
bitrary shaped axisymmetric body R(x) as shown in Fig. 1, 
rotating with angular velocity co in the uniform flow [/„, is 
discussed. As has been established in the classical literature, 
the drag force of a slender ellipsoid increases as its rotating 
speed increases (Wieselsberger, 1927), and the critical Reynolds 
number of the rotating sphere where the drag force suddenly 
reduces, will decrease with increasing rotating speed (Luthan-
der and Rydberg, 1935). These phenomena clearly indicate 
remarkable influences of the body rotation to boundary layer 
transition and separation. Recent rapid development in com­
puter performance made it easier to calculate laminar boundary 
layers on rotating bodies numerically. Turbulence models con­
tribute to calculations of turbulent boundary layers. In order 
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to predict accurately a location of the laminar-turbulent tran­
sition on an arbitrary shaped body, it is essential to do sys­
tematic investigations on typical axisymmetric rotating bodies. 
In this paper, attention is, therefore, focused on considering 
non-dimensional parameters for prediction of transition re­
gions on rotating bodies of rather simple profiles and also on 
comparing structures of the transition regions to each other. 

For Couette flows, their instabilities and transitions between 
two coaxial rotating axisymmetric bodies, such as cylinders, 
disks, cones, and spheres, the reader is referred to Wimmer 
(1988). 

2 Rotating Disk 
Consider the laminar-to-turbulent transition problem for a 

three-dimensional boundary layer on a flat disk rotating with 

Fig. 1 Axisymmetric body rotating in axial flow 
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Table 1 Comparison of critical and transition Reynolds numbers measured
Reynolds number

Investigators
Critical Transition

Rex,c Reu Methods of measurement

Smith (1947)
Gregory et al. (1955)
Cobb-Saunders (1956)
Gregory and Walker (1960)
Chin and Litt (1972)
Fedrov et al. (1976)
Clarkson et al. (1980)
Kobayashi et al. (1980)
Malik et al. (1981)

2.32x 105

1.90 x 105

2.0x 105

1.35 X 105

1.7 X 105

4.5 X 104

3.3 X 105

8.8 X 104

8.6 X 104

2.84x 105

2.4 x 105

2.75 X 105

3.50x 105

2.65X 105

3.9 x 105

3.2 X 105

Hot wire
China-clay, acoustical
Heat transfer
Acoustical
Electrochemical
Naphthalene
Dye in water
Hot wire
Hot wire

<1 X I;C05_--. -, -, ,- ,----,

1000 1200 1400 1600 1800
N rpm

Fig. 3 Critical and transition Reynolds numbers in relation to rotating
speed N (Kobayashi et aI., 1980)

olds'number (wR 2Iv) of 3.1 X 105 based on the disk radius,
which was determined from the initial rise in disk moment
coefficient. Using a hot wire probe, Smith (1947) observed
sinusoidal waves propagating in a direction of approximately
14 deg with the outward radius vector, having a magnitude of
0.2 linear velocity of the disk at the same radius, and found
first the local critical Reynolds number shown in Table 1.
Gregory et at. (1955) indicated that the sinusoidal waves came
from a structure of spiral vortices. They measured again the
direction E (about 14 deg) of the vortex axis with the circum­
ferential direction and also the number n = about 30 of the
vortices appearing on the rotating disk by means of a china­
clay evaporation technique and a moving-coil microphone.

Figure 2 shows TiCl4 smoke visualization picture on the
rotating disk. Spiral smoke streaks, which represents the vor­
tices coming from the crossflow instability, are visible in the
transition region. Defining Rex = wrlv, the critical local Reyn­
olds number Rex c as the onset of instability and the transition
Reynolds number Rex.! as the end of transition measured by
different investigators are listed in Table 1. The values for Rex.c
and Rex.! remain unchanged when the rotating speed is varied,
as shown in Fig. 3. Differences among the measured values in
Table 1 might be caused by different measurement techniques
or differences in the sensitivity of instruments used. The critical
Reynolds number based on the momentum thickness 02, which

o 0

Transiti~n

C
. .I

nLI('al

o

Fig. 2 Transition on rotating disk (antlclockwise rotation) (Kobayashi
et aI., 1980)

a uniform angular velocity w in a fluid otherwise at rest. The
laminar flow furnishes a simple, exact solution of the Navier­
Stokes equations in the self-similar form. The flow moves
axially toward the rotating disk, and the three-dimensional
boundary layer builds up on the surface. The displacement
thickness OJ' and the momentum thickness 02 of the laminar
boundary layer are OJ = 1.255~ and 02 =0.657~, as cal­
culated from the integrations of the circumferential component
of the flow field vIz) (Schlichting, 1979) and V(Z)2, respec­
tively, where v denotes the kinematic viscosity and z is a dis­
tance from the disk surface. The boundary layer thicknesses
OJ and 02 remain constant in the radial direction, which allows
simple applications of theory, experiment and computations.
The rotating disk problem has been, therefore, considered
often as a typical three-dimensional transition problem, which
is related to three-dimensional boundary layers on swept wings.
The transition is caused by the crossflow instability concerned
with the radial velocity component u (z) .

Theodorsen and Regier (1944) measured a transition Reyn-

Nomenclature -----------------------------------

N
Nu

n

Re
R

r
S

rotational speed
Nusselt number
number of spiral vortices on
circumference
Reynolds number
local radius of body measured
from axis of rotation
radial location
local rotational speed ratio
(wRIUe)

local flow velocity at edge of
boundary layer

Uoo axial flow velocity
x distance measured from leading

edge
OJ displacement thickness of

boundary layer
02 momentum thickness of bound­

ary layer
E = angle of spiral vortex axis

measured from circumferential
direction

() half included angle of cone;
central angle of sphere

v kinematic viscosity of fluid
w angular velocity of rotating

body

Subscripts

c critical condition
I laminar state
s separation
t transition condition; turbulent

state
x based on x
2 based on momentum thickness
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a flow visualization technique. The angle E of the vortex axis
with respect to the circumferential direction is about 14 deg
at the beginning of the transition and decreases to about 7 deg
as the vortices develops (Kobayashi et aI., 1980). The number
n of the vortices is 30 to 34, while Malik et al. (1981) measured
21 at the beginning (Rex = 8.4 x 104

) and an increase to around
30 in the radial direction due to branching of individual vor­
tices.

When the spiral vortices having the corotating structure are
well developed, another organized fine structure wrapped
around the spiral vortices appears as a secondary instability
on each vortex, as shown in Fig. 4, which is followed by rapid
transition to turbulence (Kobayashi et aI., 1980; Kohama,
1984a, 1987). Further research is expected for a role of the
secondary instability in the transition process to turbulence
and for effects of surface roughness on the formation of the
spiral vortices.

Fig. 6 Average Nusselt number for cones and disks rotating in still air
(Kreifh, 1966, 1968)

3 Rotating Cones in Still Fluid
Laminar flow field around a cone rotating in stilI fluid and

its heat transfer characteristics can be obtained under boundary
layer approximation directly from Karman's differential equa­
tions for viscous flow on a rotating disk (Karman, 1921) by a
transformation, as pointed out by Wu (1959) and Tien (1960).
The displacement thickness 01 and the momentum thickness
02, calculated from the circumferential velocity com onent in
the boundary layer, are found to be 01 = 1.255 v/(w sin 0) and
02 =0.657--)v/(w sin 0), where 20 is the included angle. The
notation is given in Fig. 5. .

The transition problem for the rotating cone in stilI fluid
was studied first in terms of heat or mass transfer character­
istics from the cone surface. Figure 6 shows experimental re­
sults of the average Nusselt number NUL over the slant length
as a function of the cone Reynolds number ReL' It can be said
that the turbulent region on the cone surface becomes large
with increasing cone Reynolds number for fixed cone angle,
and that the transition starts at smaller Reynolds number as
the cone angle is decreased.

Figure 7 shows the critical and transition Reynolds number
(Rec and Rei)' The Reynolds number is defined here as
Re=wR2/v, where R=x sin 0, and x is the distance measured
from the apex of a cone along the surface to the critical and
transition points. The values of Rec and Rei remain unchanged

Fig. 5 Rotating cone in still fluid and notation

is calculated from the data Rex,c = 8.8 x 104 measured by Ko­
bayashi et al. (1980), becomes (wr02/v)c= 195.

The effects of a single, isolated roughness at a subcritical
location on the transition was studied by Wilkinson and Malik
(1985). Disturbances generated by the roughness evolve spa­
tially as a wave packet. The wave packets spread rapidly around
the disk, merge with each other, and eventually fill the entire
circumference of the disk.

The theoretical investigation for instability of the boundary
layer flow was carried out first by Stuart (see Gregory et aI.,
1955) by virtue of the Orr-Sommerfeld equation under inviscid
condition. However, the neglect of viscosity resulted in the
prediction of n = 113 to 140 vortices, which is about four times
larger than the observed value (Gregory et aI., 1955). Brown
(1961) and Cebeci and Stewartson (1980), who solved the Orr­
Sommerfeld equation for finite Reynolds number, obtained
the critical Reynolds number Rex,c of 3.0x 104 and 3.1 x 104,
respectively. Kobayashi et al. (1980) and Malik et al. (1981)
considered further the effects of Coriolis force and streamline
curvature in their linear stability analyses and obtained
Rex,c= 6.8 x 104 and 8.2 x 104

, respectively. These theoretical
predictions for stationary spiral vortices are very close to the
measured values (8.6 - 8.8) x 104 in Table 1. Subsequent the­
oretical predictions were made by Szeri and Giron (1984) with
Rex,c=8.0x 104

, by Malik (1986) with 8.1 x 104, by Itoh and
Zhang (1987) with 7.9 x 104

, and by Sahin (1988) with 8.1 x 104
•

The effects of nonlinearity on the growth of disturbances were
considered by Itoh (1985), Hall (1986), and MacKerrell (1987).
Recently, Balakumar and Malik (1990) examined theoretically
the relative importance of the stationary and traveling dis­
turbances and showed that the critical Reynolds number for
the traveling disturbances is smaller than the one for the sta­
tionary spiral vortices, but the growth rate of the traveling
disturbances is small.

The structure of the spiral vortices and their behavior were
also studied in detail. Kohama (1984a) clarified the cross-sec­
tional flow pattern of the spiral vortices, which were co-ro­
tating, as predicted by Kobayashi et al. (1980), and confirmed
that the spiral vortices are fixed relative to the rotating disk
surface. Clarkson et al. (1980) also confirmed the fact using

Fig. 4 Secondary instability of spiral vortices on rotating disk
(Kobayashi et aI., 1980)

2021 Vol. 116, JUNE 1994 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig.7 Critical and transition Reynolds numbers in relation to hall cone
angle (Kobayashi and Izumi, 1983)
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Fig. 9 Boundary layer transition on rotating cone in still fluid
(Kobayashi and Izumi, 1983). 20 =30 deg.

o Experiment

Fig. 8 Direction. of spiral vortices (Kobayashi and Izumi, 1983)

vortices as function of the cone angle 0, which were in agree­
ment with the experimental findings.

Flow visualizations show that the flow pattern in the tran­
sition region in the case of 0> 30 deg is similar to the one of
the rotating disk, shown in Fig. 2, and cross-sectional flow of
the spiral vortices is of the corotating type, which will be seen
in Fig. 27, while another typical flow pattern appears in the
case of 0< 30 deg. Figure 9 shows the transition on a 0= 15
deg cone where E = 0 deg. Cross-sectional flow structure in the
vortices, shown in Fig. 10, indicates Taylor-vortex-like counter­
rotating pairs of vortices, implying that the major instability
which drives the transition is the centrifugal one. There exist
both the co-rotating and counter-rotating vortices on a cone
of 0=30 deg.

The critical Reynolds number Ree ' for a rotating cylinder
(0 = 0 deg) is about 11, which was calculated by Walowit et a!.
(1964) using linear stability theory. Theodorsen and Regier
(1944) obtained the transition Reynolds number Ret"" 10 by
measuring the spinning moment of a cylinder. Chen and Chris­
tensen (1967), and Kirchner and Chen (1970) obtained the
critical Reynolds number Ree of about 30 via flow visualiza­
tion. It is clear from Fig. 7 that the Reynolds number Ree and
Ret are very small compared to those for the rotating cone, so
that the boundary layer on the rotating cylinder is quite un­
stable.

Fig.10 Cross·sectlonal flow structure of spiral vortices (Kobayashi and
Izumi, 1983). 20 =30 deg.

4 Rotating Cone in Axial Flow
The laminar forced flow and heat transfer problem around

a cone rotating in axial flow were studied by Koh and Price
(1967) following contributions by Illingworth (1953) for a lam­
inar compressible boundary layer over a slow rotating cone
behind an attached shock wave and by Tien and Tsuji (1965)
for the limiting cases of very slow and very fast rotating cones.
The notation is shown in Fig. 11.

Figure 12 presents the transition region for a rotating cone
(20 = 30 deg, clockwise spin) in uniform flow (Kobayashi et
a!., 1983). One can see regular spiral vortices in the transition
region. The location of the transition region shifts in the di-

10"

o"'-----<J-"-----'-----'----'-----'---'
0" 30" 60" 90"o

as the rotational speed N of the cone is varied, which is similar
to the case of a rotating disk (Kobayashi et a!., 1980). Kreith
et a!. (1962) detected the transition region by using a small
microphone and a hot-wire probe. Kappessor et a!. (1973)
determined the transition Reynolds number by measuring the
mass transfer of oxygen to the rotating cone. Kobayashi and
Izumi (1983) used a hot wire probe. Besides, Tien and Campbell
(1963) gave Ree = (1.3 -1.8) x 105 and Ret = (1.4- 2.5) x 105 for
0=45 to 90 deg as well as Ret = 5 x 104 for 0= 30° using the
mass transfer of naphthalene; these are not shown in Fig. 7.

It is clear that both the Reynolds numbers decrease rapidly
when 0 decreases below the value of 60 deg. This implies that
the centrifugal instability plays a more important role in the
transition than the crossflow instability. The theoretical value
for Ree, which was obtained from the linear stability theory,
coincides fairly well with the measured value.

As seen in Fig. 8, the direction E of the spiral vortices de­
creases from 14 deg (0 = 90 deg, rotating disk) to 0 deg (0 :515
deg). The number n of the spiral vortices appearing on the
cone also decreases with decreasing 0: n = 31 - 32 for 0=90
deg, n=30-31 for 0=75 deg, n=26-27 for 0=60 deg and
n = 22 - 23 for 0= 45 deg. The linear stability analysis, carried
out by Kobayashi and Izumi (1983), gave the critical Reynolds
number Ree, the spiral-vortex axis E and the number n of the
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Fig. 11 Rotating cone In axial flow and notation
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Fig. 14 Secondary instability of spiral vortices on rotating cone
(Kobayashi et aI., 1983). 28 = 30 deg.
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Fig. 15 Mass transfer from rotating cone in axial flow
(Salzberg·Kezios, 1965)
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Fig. 12 Transition of boundary layer on rotating cone in axial flow
(Kobayashi et aI., 1983). Clockwise rotation, 28=30 deg. U~=1.7 mIs,
N=670 rpm.

Fig. 13 Cross·sectional flow structure of spiral vortices (Kobayashi et
al., 1983). 28 = 30 deg.

rection of the cone apex as the rotating speed N of the cone
is increased.

The structure of the spiral vortices is found to be in counter­
rotating pairs as seen from a cross-sectional view shown in
Fig. 13. Those spiral vortices are followed by the secondary
instability as shown in Fig. 14, and soon after this stage, the
entire flow field becomes fully turbulent. Appearance of this
secondary instability observed on the rotating cone is obviously
different from that of the rotating disk case shown in the Fig.
4. The difference in the appearance of the secondary instability
comes from the difference of the cross-sectional flow pattern
in the spiral vortices: co-rotating or counter-rotating. Kohama
(1984b, 1985a) tried to explain the detailed process of the
transition for the counter-rotating spiral vortices by using a
schematic. It appears that a horseshoe pattern originates on
the surface of the spiral vortices where a large velocity gradient
with an inflection point created by the counter-rotation is ex­
pected. After the horseshoe pattern, breakdown to turbulence
occurs rapidly.

Salzberg and Kezios (1965) first measured the transition
point by experiment on local mass transfer from a 20 = 30 deg
naphthalene cone as shown in Fig. 15, and formulated it in
the relation between the transition Reynolds number (VeXtlv)
and the rotational parameter (wRbIV",) as followed:

U \ (R ) -2 ( R)-IJ 6/7~I= 110960(0.73 ~: +0.08 ~: (1)

where Rb is the base radius of the cone, V", is the axial flow
velocity, Ve is the local flow speed at the edge of the boundary
layer, and X t is a distance measured from apex to the transition
point. The transition point was determined from a deformation
of the naphthalene surface due to mass transfer.

Kobayashi (1981) pointed out on the basis of his linear sta­
bility theory that the critical and transition points can be de­
termined by using a relation between Rex (=xVelv) and the
local rotational speed ratio S=wRIVe. Figure 16 shows the
critical and transition Reynolds number on a 20 = 30 deg cone
with respect to the rotational speed ratio S (Kobayashi et aI.,
1983). Linear stability theory well predicts the tendency of the
critical Reynolds number Rex,c which decreases with increasing
S, but there exists still a discrepancy quantitatively between
the theoretical prediction and the experimental value of Fig.
16. From Fig. 16, Rex,c and Rex,t decrease rapidly with in­
creasing S. This implies that the centrifugal instability becomes
more dominant in the transition as S increases. Okamoto et
al. (1976) measured the critical points for 20= 15 and 30 deg,
and stated that the critical points can be given using a dimen­
sionless parameter (wRIV",)c, which is independent from the
rotational speed, for example, (wRIV",)c = 1.45 for 20 =30 deg.
The value (wRIU",)c= 1.45 could be estimated to be Sc= 1.4
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Fig. 16 Critical and transition Reynolds numbers (Rev , Rexl) in relation 
to local rotational speed ratio S = ufi IUe (Kobayashi and Izumi, 1983) 
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Fig. 17 Frequency spectra of velocity fluctuations in transition region 
(Kobayashi et al., 1983) 
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Fig. 18 Direction t of spiral vortices (Kobayashi et al., 1983) 

to 1.5 for any value of Re* in Fig. 16. It should be further 
discussed what are reasonable dimensionless parameters in or­
der to express the critical and transition locations for different 
values of the flow conditions, the cone size L and the cone 
angle 6. 

Figure 17 shows frequency spectra of velocity fluctuations 
in the transition region. Curve (a) is the state just after the 
critical point and curve (d) at the transition point is the same 
as that for turbulent boundary layer. The clear peaks of curves 
(a) to (c) are owing to the appearance of the spiral vortices. 
The spiral vortices are relatively fixed to the rotating cone 
surface (Kobayashi and Kohama, 1984). Traveling disturb­
ances are not yet found around the instability point of the 
laminar boundary layer. 

Figure 18 shows the direction e of the spiral vortices. Symbols 
except hot wire were measured by the flow visualization tech-
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Fig. 19 Number n of spiral vortices (Kobayashi et al., 1983) 
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Fig. 21 Relation of critical Reynolds number Re, c and transition Reyn­
olds number Re„,, to rotational speed ratio S (Kobayashi et al., 1987) 

nique, in which the same symbols were plotted along the vortex 
axis in one photograph. The direction e of the spiral vortices 
decreases as S increases, and drops to e = 0 deg when S exceeds 
the value of 5. Namely, the spiral vortices tend to become 
toroidal vortices. The number n of the spiral vortices also 
decreases with increasing S, as shown in Fig. 19, where the 
value of S is obtained near the critical point. 

For a cone angle of 20 = 60 deg, Fig. 20 gives the critical 
and transition points (xc, x,). Both the points of the transition 
region move downstream as the external flow velocity t/„ is 
increased, while they move upstream with increasing rotational 
speed N. Figure 21 expresses these results as the relation be­
tween the local Reynolds number (Re*c, Rexr) and the rota­
tional speed ratio S for three cone angles of 20= 15, 30, and 
60 deg. It is seen from Fig. 21 that the critical and transition 
points (xc, x,) can be expressed by using the relation of Re^c 
and Re*,, to S for a fixed cone angle even if Ux and N are 
varied. The decrease of Re*c and ReXi, with increasing S comes 
from the increase of the instability caused by the centrifugal 
force. While the cone angle increases from 26= 15 to 60 deg, 
ReX]C and ReXi, move to larger values of S. Figure 21 includes 
some experimental results for another large 30 deg cone of 
L = 380 mm. It shows that the relations of Rex>c and Re*,, to 
S are independent of L. 

In Fig. 18, it should be noticed that the direction e of the 
vortex axis appears to become zero at a finite value of S. For 
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Fig. 22 Direction e of spiral vortices against approaching flow velocity 
U„ (Kobayashi and Kohama, 1984) 
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Fig. 23 Effect of free stream turbulence on R e „ and Rex, (Kobayashi 
et al., 1987) 

S— oo, which corresponds to the case of a rotating cone in still 
fluid, it was already clear that for a 26 = 30 deg cone e is equal 
to zero as shown in Fig. 8. We focus here attention to the 
condition of S, at which the spiral vortices change to the to­
roidal vortices. A similar phenomenon is known for viscous 
axial flow through an annulus having a rotating inner cylinder, 
where toroidal vortices transfer to spiral vortices at a definite 
value of axial Reynolds number (Snyder, 1965). Careful meas­
urements were made by Kobayashi and Kohama (1984). As 
shown in Fig. 22, the direction e remains zero until the flow 
velocity U<» reaches a definite value and then starts abruptly 
to increase with increasing UK. This definite value of Um de­
pends upon the cone angle 6 and the rotational speed N. It 
corresponds to the local rotational speed ratio S = 6 to 8, which 
is independent of the cone angle 6 and the rotational speed N. 
The scattering of the measured values results mainly due to 
fluctuations of the appearance of vortices. 

The effect of free-stream turbulence was also studied by 
Kobayashi et al. (1987). Figure 23 shows the critical Reynolds 
number Re^c and the transition Reynolds number Re*,, over 
a wide range of turbulence intensities from 0.04 to 3.5 percent. 
The experiment was carried out by using a low-turbulence wind 
tunnel at Tohoku University (Ito et al., 1980, 1985, 1992). It 
can be seen that there is no effect of turbulence intensity on 
the transition Reynolds number Re*,,, while the critical Reyn­
olds number Rê iC is found to vary in high levels of turbulence 
intensity. The spiral vortices appear uniformly over the cir­
cumference of the cone at the critical point xc in the range of 
the lower turbulence intensity 0.04 to 2.4 percent, while at the 
higher turbulence intensity (2.8 and 3.5 percent) few spiral 
vortices initially appear on the circumference at the critical 
point xc, but as the number of the vortices increases down­
stream, they finally appear uniformly over the circumference 
of the cone. Since the point xc is located upstream compared 
with the case of the lower turbulence level, the corresponding 
critical Reynolds number ReX]C is smaller. 

Transition region on a circular cylinder rotating in its axis 
in axial flow shifts upstream as the spin velocity is increased. 
Figure 24 shows the local Reynolds number Rex with respect 
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Fig. 24 Transition condition on circular cylinder rotating in axial flow 
(Yamato and Yamamoto, 1983) 
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Fig. 25 Rotating sphere and notation 

to the velocity ratio S (Yamato and Yamamoto, 1983). Here, 
Rex = xU„,/i>, S = oiR/U„, £/„ is uniform flow velocity, R is a 
radius of the cylinder, and x is the distance measured from a 
leading edge to downstream. 

5 Rotating Sphere in Still Fluid 
When a sphere rotates in still fluid, a flow similar to that 

of the rotating disk is induced from the poles to the equator 
and radially released from the equator, namely, from 6 = 0 and 
180 to 90 deg, as indicated in Fig. 25. The resulting stationary 
flow is three-dimensional. The induced flow is of fundamental 
interest in the fields of meteorology, astrophysics, fluid dy­
namics, and many others. Horwath (1951) first investigated 
this problem theoretically (limited to the case of laminar flow), 
introducing a boundary-layer approximation. Since then, many 
scientists (Nigam, 1954; Stewartson, 1958; Kobashi, 1957; 
Bowden and Lord, 1963; Kreith et al., 1963; Banks, 1965, 
1976; Manohar, 1967; Singh, 1970; Sawatzki, 1970; Yamabe 
et al., 1982) have worked on this problem, both theoretically 
and experimentally, and the structure of the flow field in the 
case of a laminar boundary layer has been greatly clarified. 

The actual flow field around a rotating sphere involves in 
general not only the laminar boundary layer, but also a tran­
sitional region and a turbulent boundary layer, because the 
flow condition near the equator is very unstable. It might be 
expected that the mechanism of the transition near the equator 
is mainly of the centrifugal instability, similar to the case of 
the rotating circular cylinder, while the one near the pole is of 
the cross-flow instability, similar to the case of the rotating 
disk. It should be, therefore, said that the present transition 
on the rotating sphere is caused by a combination of the cen­
trifugal instability and the cross-flow instability. 

Sawatzki (1970) first investigated this flow field experimen­
tally using a hot-wire anemometer and a smoke method, and 
detected regularly spaced waves in the boundary layer tran­
sition region. He presumed the regular waves to be the same 
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Fig. 28 Variation of critical point Oc and transition point 0, with rotation
speed N (Kohama and Kobayashi, 1983a)
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Fig.29 Variation of critical point Oc and the transition point 0, with spin
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Fig. 26 Transition on sphere rotating in still fluid (Kohama and Kobay·
ashi, 1983b). Clockwise rotation.
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Flg.30 Critical and transition Reynolds numbers (Rex,c, Rex,,) in relation
to rotation Reynolds number Res (Kohama and Kobayashi, 1983a)

In Fig. 29, we plot the transition angles (Oe, 0/) in Fig. 28
versus the spin Reynolds number Res (= wR;/v) , based on the
radius Rs of the sphere. The results of Sawatzki (1970) for
D = 240 mm are also included. It can be said that the transition
points are almost identical for different diameters in the expres­
sion of Fig. 29: while the critical points vary considerably.
Kohama and Kobayashi (1983a) found finally that the
nondimensional expression for the transition of the rotating
sphere should depend upon the local Reynolds number
Rex( = wOR; sin O/v) based on the distance ORs measured along
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Flg.27 Cross section of spiral vortices (Kohama and Kobayashi, 1983b).
D= 250 mm; N = 1500 rpm.

kind of spiral vortices occurring on a rotating disk. The vortices
were fixed relative to the surface of the rotating sphere. He
also found that the transition region shifts toward the pole
with rotating speed, and measured several properties of the
vortices.

Later Kohama and Kobayashi (1983a) measured the tran­
sition process in detail. The transition region was visualized
as shown in Fig. 26. One can see spiral streaks arranged reg­
ularly in the transition region. It was confirmed by further
visualization of the cross-sectional flow pattern in those streaks,
shown in Fig. 27, that they have the structure of vortices curling
in the same direction. The secondary instability that follows
develops into organized fine structure wrapping on the surface
of the spiral vortices. The results were similar to those of the
rotating disk case (Kobaya&hi et al., 1980). Transition to tur­
bulence makes rapid progress soon after the appearance of the
wrapping structure.

Figure 28 shows the location 0 of the transition region versus
the rotating speed N, which begins at the critical point Oe and
ends at the transition point 0/, where 0 is a central angle meas­
ured from the pole toward the equator, as shown in Fig. 25.
It is clear from the figure that the transition region shifts from
the equator (0 =90 deg) toward the pole (0 =0 deg) with in­
creasing N, and also that the location of the transition region
differs considerably among the diameters D of three spheres
at the same rotating speed N.
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Fig. 31 Variations of laminar separation point (0te), critical point (0C), 
transition point ((),), turbulent separation point (H,s) with rotational speed 
N of sphere (Kobayashi and Arai, 1990) 
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Fig. 33 Transfer condition S of rotational speed ratio from laminar 
separation (LS) to turbulent separation (TS) in relation to free-stream 
Reynolds number Reg (Kobayashi and Arai, 1990) 
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(()is) in relation to local rotational speed ratio S(Kobayashi and Arai, 1990) 

Fig. 34 Critical Reynolds number Re2c in relation to 5 (Kobayashi and 
Arai, 1990) 

the sphere surface from the pole and the local peripheral ve­
locity o)Rs sin 6, as shown in Fig. 30, where the critical location 
Re*^ and the transition one ReXi, can be obtained from the two 
similar curves, independent of the size of the sphere diameter 
D and the rotating velocity OJ. 

The number n of the spiral vortices on the rotating sphere 
increases and tends to the value for the rotating disk (n = 30) 
as the angular velocity is increased and the transition region 
shifts to the pole. The spiral angle varies from 14 deg at onset 
to 4~ 8 deg along the vortex axis in the transition region. This 
fact is almost independent of the rotating velocity. 
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Fig. 35 Variations of relative angular speed (y) of spiral vortices (Ko­
bayashi and Arai, 1990) 

6 Rotating Sphere in Axial Flow 
The flow field for the steady laminar incompressible bound­

ary layer on a sphere rotating in axial flow has been studied 
theoretically by Schlichting (1953), Hoskin (1955), Lee et al. 
(1978), Kumari and Nath (1982), and El-Shaarawi et al. (1985), 
and experimentally by Luthander and Rydberg (1935), and El-
Shaarawi et al. (1987). Their results showed marked influence 
of rotation on laminar separation, drag, and the critical Reyn­
olds number, for which the drag coefficient decreases abruptly. 
Axial flow with the uniform velocity £/„ is directed from left 
to right along the axis of rotation in Fig. 25. 

Kobayashi et al. (1988), and Kobayashi and Arai (1990) 
studied experimentally the effects of rotation on the transition 
and the separation of the three-dimensional boundary layer 
on the sphere rotating in axial flow. Figure 31 shows variations 
of the characteristic points measured at a fixed flow velocity 
for different values of the rotating speed N, where 6/s denotes 
the location of laminar separation, 6C is the critical point, 6, 
is the transition point and 6,s is the location of turbulent sep­
aration. At a definite value of N, the laminar boundary layer 
becomes unstable prior to laminar separation owing to cross-
flow instability. This instability manifests itself as spiral vor­
tices, similar to the cases of a circular disk and a sphere rotating 
in still fluid. The boundary layer then exhibits laminar-to-
turbulent transition and turbulent separation. 

Figure 32 shows a relation between the separation points 
(6is, 6is) and the local rotational speed ratio S ( = u>R / Ue = 2wRs/ 
3 £/„) for different values of D and the free-stream Reynolds 
number defined as ^.tD = DUoo/v, where Ue denotes the local 

flow speed at the edge of the boundary layer. It is clear that 
the laminar separation point Qts increases from 83 deg for no 
rotation with increasing N, while the turbulent separation point 
d,s decreases as /Vis further increased. The transfer from lam­
inar separation to turbulent separation occurs at a definite 
magnitude of the rotational speed ratio S, defined with S, which 
is given in Fig. 33. For a given Reynolds number, the flow 
pattern of the boundary layer on a rotating sphere would be 
of the laminar separation type if S<§, while it would be of 
the turbulent separation type if S>§. The relation of S to ReD 
is independent of the external flow velocity, the rotational 
speed and the sphere diameter. 

Figure 34 shows the critical local Reynolds number Re2]C at 
the critical point 0C (Fig. 31), which is based on the local 
meridional flow velocity at the outer edge of the boundary 
layer and the momentum thickness there. The rotational Reyn­
olds number Re is defined as Re = uR2/v. It is noticed that the 
relation between Re2]C and S depends somewhat upon the ro­
tational Reynolds number Re. 
. For rotating disks (Kohama, 1984a) and rotating cones (Ko­
bayashi et al., 1987; Kobayashi and Kohama, 1984), it was 
found that spiral vortices in their transition regions were fixed 
on the rotating solid surface. A relative angular speed 7 = 
oj'/o; of the spiral vortices for the rotating sphere in axial flow 
was measured as shown in Fig. 35, where a>' denotes angular 
speed of the spiral vortices. It is clear that the spiral vortices 
are fixed on the surface of the rotating sphere, i.e., 7 = 1, when 
the rotational speed TV is large, while they move relatively on 
the sphere surface with the magnitude of 7 = 0.76, when Wis 
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Fig. 37 Spin induced transition at zero angle of attack (Kegelman et
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Fig.38 Critical Reynolds number against rotating speed ratio for ogival
cylinder (Kobayashi et aI., 1991)

small. The rotational speed N at which 'Y increases from 0.76
to 1.0 varies with different values of the sphere diameter D
and the external flow velocity Voo • The mechanism of the change
in the relative angular speed is not clarified.

8 Conclusions
The transition condition varies greatly depending on the

body profile and the flow parameters, as shown in the present
review. Of engineering interest should be to predict a location
of boundary layer transition for an arbitrary body profile as
shown in Fig. 1. The systematic investigations for typical pro­
files such as the rotating disk, the rotating cone, the rotating
sphere and others provide useful data for the prediction. The
data of the typical profiles are necessary to be expressed by
using dominant dimensionless parameters. To find the dom­
inant parameters becomes more complicated in case of more
complex profile under more flow conditions, because the tran­
sition causes a combination of different magnitudes among
the Tollmien-Schlichting instability, the centrifugal instability
and the crossflow instability, as is seen in Fig. 21 for the
rotating cone in axial flow. Another reason for the complexity
comes from the fact that the instability occurs not only under
a local condition at the critical point but also depending on a
historical process from upstream to the critical point along a
curved surface. What are dominant unified dimensionless pa­
rameters for predicting the transition location for arbitrary
axisymmetrical body rotating in still fluid and in axial flow
remains open for further discussion. Theoretical considera­
tions for the present instability problem should be done in
order to explain the experimental results systematically.

The transition process became clear for the three-dimen­
sional boundary layers on the rotating typical axisymmetrical
bodies. It was shown that spiral vortices appearing in the tran­
sition region have two kinds of structure; corotating when the
cross-flow instability is dominant, and counter-rotating for the
centrifugal instability dominant, and that fine organized struc­
ture appearing as the secondary instability is distinctly different
between the corotating vortices and the counter-rotating vor­
tices. The mechanism of the secondary instability and detailed
transition process to turbulence should be discussed.
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derness alb, as shown in Fig. 39.
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Perspective: Future Research 
Directions in Computational 
Fluid Dynamics 
The current state of computational fluid dynamics (CFD) has yet to reach its full 
promise as a general tool for engineering design and simulation. Research in the 
areas of code robustness, complex flows of real fluids, and numerical errors and 
resolution are proposed as directions aiming toward that goal. We illustrate some 
of the current CFD challenges using selected applications. 

1 Introduction 
Since the previous workshop on basic research needs in fluid 

dynamics (Jones et al., 1981), there have been dramatic ad­
vances in computing power and significant but less dramatic 
advances in numerical methodology. In view of these advances, 
it is remarkable how few changes there have been in our every­
day use of computational fluid dynamics (CFD) to solve prac­
tical engineering problems. Computational fluid dynamics 
remains much more of an art than a science, and a rather 
fragmented and eclectic art at that. Here we wish to speculate 
on some of the further advances that will be required for 
computational fluid dynamics to evolve into a more mature, 
systematic, and user-friendly discipline. 

At its inception, the field of numerical simulation envisioned 
for its maturity the ability to accurately model complicated 
phenomena, perhaps to the point of replacing expensive ex­
periments. Certainly the hope was to be able at least to supply 
predictive information for experimental design and analysis. 
In the field of fluid dynamics, the vision is yet to be fully 
realized. There are many reasons why this is so, including 
limited computing resources, the inability to model complex 
phenomena involving turbulence, the challenge of multiple 
length and time scales within a single problem, and code re­
liability. In what follows, we identify three general areas in 
which we believe focused research can significantly advance 
computational fluid dynamics toward its mature vision. We 
take the view that future research directions should largely 
reflect current problems and known deficiences. Therefore our 
attempt is to identify some of the ways in which the current 
state of computational fluid dynamics is unsatisfactory, and 
their implications for future research. 

2 Proposed Research Directions 
In our judgment, the problems of code robustness, physical 

models for flows of real fluids in complicated domains, and 
numerical errors and resolution are the areas which are cur­
rently most challenging to computational fluid dynamics re­
searchers and analysts. In the following subsections, we define 
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more thoroughly our concerns and suggest areas where research 
might best be directed. 

2.1 Robustness. In general, current computational fluid 
dynamics codes and methods lack robustness. They tend to be 
touchy and temperamental, and their successful use frequently 
requires an experienced staff who are intimately familiar with 
their vagaries. While this provides challenges for those involved 
in their development, it limits the degree to which the codes 
can be routinely used as "black boxes." This in turn limits 
their user base and prevents them from achieving their full 
potential for engineering analysis and applications. 

In many situations, the lack of robustness can be traced to 
strong coupling, stiffness, and numerical instabilities. For ex­
ample, in highly exothermic chemically reacting flows there is 
strong coupling between the chemistry and the fluid dynamics. 
Frequently the chemical time scales are much shorter than the 
fluid-dynamical ones, which gives rise to the additional prob­
lem of stiffness. Stiffness is dealt with by introducing implic­
itness into the numerical scheme. For example, Xu and Smooke 
(1993) used a fully implicit scheme for diffusion flame cal­
culations. Usually this is done in a limited way, however, using, 
linearization and/or time-splitting approximations (such as the 
alternating direction implicit or ADI method) which are not 
always faithful to the physics. For example, the ADI method 
works best when the flame fronts align themselves with the 
designated mesh rows or columns (Kee et al., 1985, page 142), 
which is a rather severe restriction on the class of combustion 
problems solvable with the method. In practice, these ap­
proximations work better in some problems than others, which 
of course is the antithesis of robustness. When they break 
down, unphysical and/or marginally unstable solutions fre­
quently result. 

It has been known for some time that these problems are 
largely eliminated by the use of fully implicit (backward Euler) 
schemes in which all terms contributing to time derivatives are 
simultaneously evaluated at the new time level in their fully 
nonlinear forms. Such schemes require the solution of large 
sparse systems of nonlinear equations on each time step. Ef­
ficient and robust solution procedures for such systems have 
been elusive. Several investigators (Kee et al., 1985; Keyes, 
1989; and Knoll and McHugh, 1992, for example) have made 
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made significant recent advances in the area of fully implicit 
methods which appear particularly useful for stiff problems. 
These advances hold promise for fully implicit methods which 
are both robust and computationally efficient. This seems an 
exceptionally fruitful research area, in which further significant 
advances in the next few years are expected. One such area of 
research is applying domain decomposition and the associated 
distributed computing techniques to implicit schemes to more 
efficiently use local computing resources. 

2.2 Complex Geometries and Complex Fluids. In spite 
of significant advances in finite element and finite difference 
methods on generalized meshes (particularly triangular and 
tetrahedral meshes), body-fitted coordinates, domain decom­
position, and so on, capabilities to routinely perform practical 
three-dimensional simulations in complex geometries remain 
inadequate, especially for complex flows involving sharp in­
terfaces, surface tension, compressibility, heat transfer, tur­
bulence, multiple components and phases, chemical reactions, 
and radiation. In addition to the lack of robustness already 
discussed, existing codes for such problems tend to be based 
on simple and relatively inaccurate numerical schemes, rather 
than the more advanced schemes currently available. As an 
illustration, consider the SIMPLE (Patankar and Spalding, 
1972) and SIMPLER (Patankar, 1980) algorithms which are 
in wide use today in many codes such as PHOENICS (a product 
of CHAM of North America). MacArthur and Patankar (1989) 
show that obtaining solutions becomes difficult for large Ray-
leigh numbers (> 108) when the SIMPLE and SIMPLER meth­
ods were applied to a natural convection model problem. 
Likewise, Xu and Smooke (1993) find similar difficulties with 
convergence of these methods which was attributed to their 
inability to handle large density variations in the reacting flow 
and the equation-by-equation iteration nature of the algo­
rithms. Implicit Newton methods, which include all of the 
equations simultaneously in the iteration process, are shown 
to converge to smaller residual norms faster than the SIMPLER 
method (Xu and Smooke, 1993). 

Reticence to adopt newer methods is due in part to the 
inherent time lag associated with code development, but it also 
reflects considerations of complexity and manageability. In 
most cases the advanced schemes are significantly more com­
plicated than their predecessors, and the developers of large-
scale codes must contend with so many complications of a 
physical nature that they frequently employ simple numerical 
schemes just to keep things manageable. Even so, such codes 
tend to be extremely complex; they typically contain thousands 
or tens of thousands of lines of FORTRAN, and require years 
or tens of person-years of development effort. 

There is a clear need for a next generation of robust and 
economical computer codes, based on state-of-the-art numer­
ical methods, for simulating three-dimensional flows of com­
plex fluids in complex geometries. In order to meet this need, 
it will be necessary to develop and employ better methods for 
managing the complexity of code-development and debugging 
processes, which are currently far too time-consuming and 
error-prone. Such methods may possibly use symbolic manip­
ulation to automatically generate discrete approximations, to­
gether with post-processors to automatically generate the 
corresponding source coding. This is tantamount to developing 
higher-level languages which bear the same relation to FOR­
TRAN as FORTRAN does to machine language. The use of 
modular or object oriented coding languages (such as C+ + 
or FORTRAN 90, for example) fill part of this need and will 
increasingly be used by code developers in the future. 

Similarly, more systematic methods for debugging are also 
needed, including automated source-code consistency tests. 
Work is progressing in these areas and progress has been made, 
but it has not yet had a significant impact on the way most 
computational fluid dynamics codes are written. Further de­

velopments along these lines hold promise for completely rev­
olutionizing future computational fluid dynamics code 
development, and we expect to see significant progress in this 
area in the next several years. 

2.3 Resolution and Numerical Errors. Most computa­
tional fluid dynamics practitioners are more concerned with 
obtaining results than with either the order of accuracy of their 
numerical schemes or the need to refine the grid until converged 
grid-independent solutions are obtained. It is noteworthy that 
technical journals publishing numerical results are beginning 
to require a "systematic discussion of numerical errors" (ASME 
Journal of Heat Transfer, Information for Authors). How­
ever, these concepts are largely irrelevant to large-scale prac­
tical engineering applications of computational fluid dynamics, 
which typically involve such wide ranges of length and time 
scales that the use of cells and time steps small enough to fully 
resolve them is prohibitive. This situation requires new meth­
odologies for estimating, bounding, and minimizing discreti­
zation errors in situations where one is forced to live with very 
coarse resolution. Sometimes errors in local flow variables are 
of less concern than errors in global parameters of primary 
interest (e.g., total drag). Local and global errors are not always 
simply related, so methods to separately quantify them would 
be desirable. Once the errors are quantified, adaptive strategies 
can be developed to minimize them subject to the constraints 
of the available resolution and computational resources. It may 
be possible to use current and future adaptive gridding methods 
for this purpose by replacing the error measures on which they 
are based. 

3 Selected Computational Fluid Dynamics Applica­
tions 

In this section, we discuss several specific computational 
fluid dynamics applications of current interest that illustrate 
the challenges described in Section 2. No attempt was made 
to thoroughly cover all significant areas of computational fluid 
dynamics application, nor to discuss each of the proposed 
research areas in depth. Notable omissions include high speed 
and hypersonic flows and the challenging field of thermal-fluid 
flows in materials processing. We have attempted, however, 
to select examples that accurately reflect the current-state-of-
the-art in the areas discussed. 

3.1 Tokamak Plasma Boundary Layer. The Tokamak is 
the mainline reactor concept for magnetic confinement fusion. 
The working fluid in the reactor is a plasma, a hot ionized 
gas, which comes in contact with portions of the reactor struc­
ture. When this happens, large heat and particle fluxes occur 
which cause thermal stresses. Since experiments are very costly, 
it becomes mandatory to model these flows so that the stresses 
can be determined. Such flows are modeled by solving a system 
of multidimensional multi-fluid, atomically reacting, mag-
netohydrodynamic equations coupled to equations for the 
transport of neutral species generated through plasma-wall 
interactions. Such a system can involve in excess of fifteen 
simultaneous, nonlinear equations on each computational cell. 
The modeling is further complicated by many time scales and 
a complex geometry. The resulting system is, not surprisingly, 

• stiff and touchy to solve. 
Knoll and McHugh (1992), Knoll et al. (1993), and others 

are working on a promising technique for solving these equa­
tions. They are investigating an advanced Newton method 
involving an efficient numerical evaluation of the Jacobian 
and multiple grids for generating good initial guesses on fine 
grids. Techniques for increasing the radius of convergence of 
the Newton method are also under investigation. Aspects of 
solving sparse matrix problems are a part of the ongoing re­
search. These ideas have been successfully applied to Tokamak 
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edge plasma modeling with the desired results of solution speed­
up and more numerically stable codes. 

Since these difficulties are common to a wide variety of fluid 
dynamics problems, study of these ideas in other contexts holds 
promise for more robust algorithms for general computational 
fluid dynamics applications as well. 

3.2 Internal Combustion Engines. The cover story in the 
May 1992 issue of Mechanical Engineering was "Computa­
tional Fluid Dynamics: CFD Comes To Engine Design." In 
an article in this issue, Leo O'Connor (1992) presented a survey 
of computational fluid dynamics tools used today by foreign 
and domestic automobile makers. When pointing to the future, 
the article suggests that although the art is fairly well developed, 
there is still room for research. In particular, the article suggests 
that two areas in need of work are solution adaptiveness and 
the physical models. In the author's words, 

"For example, in solution adaptiveness, some unstructured 
codes are advanced enough to generate the extra cells needed 
in simple simulations, But when it comes to the complex 
three-dimensional shapes associated with designing engines, 
the numerical models need further development. 'Modeling 
combustion in an engine is a complex problem because you 
have the movement of pistons to deal with as well as the 
combustion process itself,' said Michael Engelman, presi­
dent of Fluid Dynamics International. 'In combustion, no 
one knows the right physical model to put in the code. You 
make all sorts of simplified assumptions because the process 
is so complex. There is still much physical modeling to be 
done no matter how advanced our numerical models are.' 
(our italics)" 
These comments, of course, are not limited to this appli­

cation. 

3.3 Dynamic Fluid Interfaces. Mixing of fluids has be­
come an increasing topic of importance for real flow modeling 
(see Ottino, 1989 for an introduction). Of necessity, behavior 
of the mixing interface plays a key role in the evolution of the 
flow field through, for example, interfacial tension, chemical 
reaction, and energy and mass transport. The subject of mul­
tiphase flow relies heavily on interfacial dynamics. However, 
the state-of-the-art in modeling these kinds of problems is still 
evolving. 

Consider the very recent work of Unverdi and Tryggvason 
(1992), which describes an up-to-date method of following 
interfaces via front-tracking. In this paper are striking ex­
amples of two- and three-dimensional flows of bubbles. As 
stated by the authors, the interfaces are sharp and the method 
appears to be robust and computationally efficient. Limita­
tions are also identified which include resolution requirements, 
especially for three-dimensional flows, and the treatment of 
interacting interfaces. More specifically, 

"When the double interfaces are of dynamical significance, 
such as in the generation of froth when bubbles arrive at a 
free surface, or when a thin film between adjacent bubbles 
ruptures, either a subgrid model for the film behavior or a 
mechanism to decide on the rupture time and the subsequent 
changes in interface topology have to be added. The proper 
inclusion of rupture of thin films necessitates additional 
physical modeling." 

3.4 Flow Past a Submarine. Challenges facing the com­
putational fluid dynamics community include making realistic 
models for flows in complex geometries which are character-
ized by a wide range of the relevant parameters. A transient 
external flow over a maneuvering vehicle at large Reynolds 
number is one example (Swean et al., 1990). The important 
length scales range from the turbulent boundary layer at a 
Reynolds number of 107 at one extreme to the large scale 
vortices being shed at the other extreme. These length scales 
may span many orders of magnitude and the demands on the 

grid to effectively capture these scales within the available 
computer resources may be severe. In addition, flow structures 
such as moving shock waves may require the grid to adapt in 
time as well as space. 

There are basically three ways of obtaining spatial resolu­
tion: refining the grid (/a-refinement), increasing the order of 
the approximation (p-refinement), and grid clustering. These 
can all be done adaptively as the computations progress. The 
choice of type of interpolating polynomial used also requires 
consideration of accuracy versus simplicity. Simple (complete) 
polynomials have long been used, but the advantages of or­
thogonal polynomials are becoming noticed as in the spectral 
element codes. 

Time scales, like spatial scales, may range over several orders 
of magnitude. In the present example, high-frequency oscil­
lations caused by the propeller or time step restrictions due to 
fine grids in the turbulent boundary layer can cause the cal­
culation to resolve temporal variations at an excessively fine 
level when only the low frequency vortex shedding from the 
vehicle body is desired. 

4 Summary 
We have discussed three areas which point to promising 

future research areas in fluid mechanics modeling. The issues 
of code robustness, complex flows of complex fluids, and 
resolution and numerical errors need to be addressed to ad­
vance the state-of-the-art. Specifically, we identify the need 
for efficient implicit methods, better physical models for re­
acting flows, ways of obtaining accurate solutions on coarse 
grids and for multiple length scale problems, and ways of 
estimating, bounding, and minimizing the discretization errors 
in situations where a coarse grid must be used. This list is 
clearly not exhaustive. Obvious omissions include further ad­
vances in vector, parallel and distributed computation, lattice-
gas methods, graphics standardization, unstructed grids, free 
Lagrangian methods, and the vexing question of how to bring 
some semblance of order to the bewildering and rapidly pro­
liferating variety of computational fluid dynamics codes and 
methods. 
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Estimating Uncertainty in 
Computations of Two-Dimensional 
Separated Flows 
The present paper investigates sources of uncertainties in two-dimensional flow 
computations and presents methods for estimating them. A sample problem is used 
for illustration. The following categories are explored in detail: (/) Uncertainty due 
to truncation error in numerical schemes; (ii) Uncertainty due to discretization 
error; (Hi) Uncertainty due to outflow boundary conditions; (iv) Uncertainty due 
to incomplete iterative convergence; (v) Uncertainty due to computational grid 
aspect ratio. The error estimates are based on requirements for internal consistencies 
in computed results. Therefore, they provide better judgement of the numerical 
solution integrity than comparisons to experimental data or "benchmark"solutions 
whose reliability may sometimes be questionable. Ideally, both approaches should 
be employed. Anew method is presented for estimating the optimum grid-cell aspect 
ratio for computational accuracy and efficiency. 

1 Introduction 
The rapid development of computers over the past three 

decades has encouraged the development of computational 
fluid dynamics to such an extent that it has become a viable 
analytical tool in the solution or design process in several 
engineering and environmental applications. As investigated 
flow situations have become more complicated, the need for 
techniques for evaluating sources and magnitudes of uncer­
tainties in computed results has grown. 

Ferziger (1989) proposed some methods suitable for the es­
timation and reduction of numerical errors resulting from in­
adequate grid resolution or incomplete convergence of the 
iterative scheme. The former is based on the Richardson ex­
trapolation method originally proposed by Richardson (1911) 
and Richardson and Gaunt (1927). This method has been used 
in a wide range of applications to improve numerical solutions 
or to estimate errors in numerical solutions. Churchill et al. 
(1981) and de Vahl Davis (1983) applied the method to estimate 
zero-grid-size solution in natural convection problems. Ap­
plications to aerodynamic flows are reported by Dang et al. 
(1989) and Zing (1991), among others. The common result is 
that the Richardson extrapolation method is reliable only when 
the numerical solutions on the different grids used in the pro­
cedure are smooth and display similar characteristics, which 
presupposes that the grids should be sufficiently fine to resolve 
all flow features. 

In the present paper, we investigate a wider range of sources 
of uncertainty in numerical computations of separated flows. 
Possible errors resulting from each source are estimated and 
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Fig. 1 Geometry for backward facing step 

methods for eliminating or minimizing them are explored. The 
model problem is the steady, two-dimensional laminar flow 
over a backward facing step. The Reynolds number in the flow 
problem is at the high end of the laminar flow regime (equal 
to 400 based on the mean flow velocity and the channel height 
upstream of the step). The flow configuration and the bound­
ary conditions are illustrated in Fig. 1. Present computed re­
sults are compared to a' 'benchmark solution" (BM) developed 
by Gartling (1990) based on second-order accurate fine grid 
computations, though more emphasis is placed on techniques 
for estimating errors in the absence of the other independent 
results. 

2 Numerical Method 
The equations governing the steady, two-dimensional, in­

compressible flow can be written in dimensionless variables 
as: 

bu_ 9^_ n 

~dx + dy~~ (1) 
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Table 1 Grids used in uncertainty estimation Table 2 Points of zero shear stress 

Grid 
1 
2 
3 
4" 
5 
6 
7 
8 

Section 

3, 6 
3 
3 

4, 5 
7 
7 
7 
7 

Grid Size, 
NyxNy 

258 x 34 
130x18 
66x10 

480x41 
258x18 
258x66 
258x130 
258x258 

Domain Size, 
LxH 

10x1 
10x1 
10x1 

. 30x1 
10x1 
10x1 
10x1 
10x1 

«.v. *y 

1, 1 
1, 1 
1, 1 

1.01, 1.05 
1, 1 
1, 1 
1, 1 
1, 1 

Difference 
Scheme Top (% di f f ) Bot. (% diff) 

(a) For shorter domain lengths, the latter streamwise portion of this grid is 
truncated. 

du du 

dx dy 

dv dv 

dx dy 

dp 1 

~ dx Re 

dp 1 

~~ dy + Re 

dhj_ dy 

dx2 + dy 

d\_ aV 
dx2 + dy 

(2) 

(3) 

where Re is the Reynolds number. The equations are solved 
with modified versions of the popular TEACH computer code, 
which is based on the SIMPLE algorithm of Patankar and 
Spalding (1972). The grids and domain lengths used in various 
sections of the paper are presented in Table 1. Also given are 
the geometric grid expansion factors, with the grid spacing 
expanding by a constant factor, ex from the inflow to outflow 
plane, and by a factor, ey from the top and bottom walls 
towards the channel center-line. 

3 Truncation Error in Numerical Schemes 
Truncation error in a numerical scheme may result from 

errors in approximating the convection or diffusion terms, but 
in high Reynolds number flows convection usually dominates 
diffusion, except in the immediate proximity of a wall, so more 
attention needs to be placed on the former. Diffusion terms 
are simply approximated with central differences. 

Four differencing schemes are applied to the two model 
problems. The differencing schemes are the hybrid, central, 
second-order upwind (2nd OU), and third-order upwind (3rd 
OU). On discretizing the governing Eqs. (1), (2), and (3) over 
a typical control volume, the four schemes lead to algebraic 
equations with the general form: 

A/4P = AE<f>E + A w<t> w+AN<$>N + As^s + AEE<t>EE 

+ AWu4ww + ANN4>NN + Ass<t>ss + Su + B (4) 

where 4> is any field property (velocity or temperature), S„ is 
the source term (pressure gradient or additional viscous terms), 
the A's are the convection/diffusion coefficients, and B is the 
fluid body force, where applicable. The subscripts stand for 
east, west, north, etc. Expressions for these coefficients for 
the various schemes can be found in the literature and are given 
in Demuren and Wilson (1992). 

The four approximations of the convection terms outlined 
above are applied to the test problem over a streamwise com­
putational domain length of 10. Computed locations of zero 
shear stress on the upper and lower walls are shown in Table 
2. From the results, the hybrid scheme gives a large percentage 
difference compared to the "benchmark" result (20 percent 
for the top point and 17 percent for the bottom point). The 
artificial diffusion introduced by the first-order upwind (1st 
OU) part of the hybrid coefficients makes the effective Reyn­
olds number lower and thus the eddy lengths are shorter, as 
would be the case in a flow with a somewhat lower Reynolds 
number. To obtain improved accuracy a higher-order method 
must be used. The central and third-order upwind schemes 
give percentage differences under 5 percent, and the second-
order upwind scheme under 8 percent. 

The order of the difference schemes can be estimated fol­
lowing generalizations of the Richardson extrapolation method. 

Hybrid 
2nd OU 
Central 
3rdOU 

3.87 (20) 
4.47 (7.8) 
4.64 (4.3) 
4.61 (4.9) 

5.05 (17) 
5.70 (6.6) 
5.88 (3.6) 
5.84 (4.3) 

BM 4.85 6.10 

(a) Percent difference between value and benchmark solution. 

Table 3 Estimated order of numerical schemes, @ Re = 100 

Difference 
scheme 1st OU 

Order 0.8 

Hybrid 

1.9 

2nd OU 

2.0 

Central 

2.0 

3rd OU 

2.2 

Basically, the exact functional value can be approximated in 
terms of results on finite grids plus the leading term of the 
truncation error as: 

= <j>h + h"x„+. . . 

<foh + (2h)"x„+. . . 

<t>4h + (4h)"x„+. . . 

(5) 

(6) 

(7) 

where h is the grid spacing in the x-direction, n is the order 
of the scheme and x„ is a grid function, which is assumed to 
be equal for the ft, 2ft, and 4ft grids. The grid function contains 
spatial derivatives of 4> with respect to x and y, which are also 
of order n. The statements above will be valid so long as ft is 
sufficiently small for the leading term to be dominant. The 
order of the numerical scheme can then be estimated from: 

In 
(4>h ~ <t>2h) 

ln(2) 
(8) 

Computations were made on grids 1-3 at a Reynolds number 
of 100. The lower Reynolds number was chosen for economy 
because much finer grids are required for Eqs. (5)-(8) to be 
valid at the larger Reynolds number. Otherwise the leading 
term in the truncation series may not be dominant. Estimates 
of the order of the numerical scheme based on Eq. (8) are 
presented in Table 3. The results show that the 1st OU scheme 
is indeed first-order accurate, the 2nd OU and central schemes 
are second-order accurate, and the 3rd OU is only slightly 
better than the second-order accurate. The only possible sur­
prise is that the hybrid scheme is almost second-order accurate. 
This is mainly due to the lower Reynolds number of the flow 
which enables the use of central differencing in major sections 
of the computational domain. 

4 Discretization Error 
The discretization error was investigated by employing a 

Richardson extrapolation method of analysis. The truncation 
of grid 4 to a domain length of 10 units was used as a base 
grid. This grid is defined as the 2ft grid. A grid was generated 
with half the grid spacing in the x and y directions which is 
defined as the h grid, and one was generated with double the 
grid spacing, defined as the 4ft grid. Central differencing was 

. used for the convection terms of the governing equations. This 
scheme, described in the previous section, is second-order ac­
curate. Following Ferziger (1989) (see also Demuren and Wil­
son (1992)), one can combine the solutions on the ft and 2ft 
grids to obtain a fourth-order accurate solution on the 2ft grid: 

p2h I 4th - , $A I 2nd " 
1 

4>2h I 2 (9) 

Similarly, one can combine solutions on the 2ft and 4ft grids 
to yield a fourth-order accurate solution on the 4ft grid: 
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Table 4 Points of zero shear stress Table 5 Points of zero wall shear stress 
Grid Top (% diff) Bot. (% diff) 

hU b 
'2nd 

2/illnd 
4/! I 2nd 
2/H4„, 
Ah I 4th 

4/iUlh 
BM 

4.72 (-2.6) 
4.55 ( -6 .1) 
3.61 ( -25) 
4.78 ( -1 .4) 
4.87 (0.41) 
4.77 ( -1 .6) 

4.85 

6.01 (-1.5) 
5.79 (-5.1) 
4.76 ( -22) 

6.08 (-0.26) 
. 6.13 (0.52) 
6.08 (-0.31) 

6.10 

(a) Percent difference between value and benchmark solution. 
(b) Results incompletely converged to rma,= 1.5 X 1(T2 (maximum of «, v, and 
mass equation residual), all other'results converged to rm„ = 2.0x 1(T4. 

4/i Uth - , 4>2h I 2nd " </>2/i I 2 (10) 

The fourth-order accurate solution can be combined to ob­
tain a sixth-order accurate solution on the Ah grid: 

_16 1 
P4I1 ' 6th - , , 4>2h Uth — , , <P4/i I 4th 15 15 

(11) 

The procedure used to generate the more accurate results is 
equivalent to the extrapolation method used for estimating 
zero-grid-size results (see Churchill et al., 1981). The present 
results may also be interpreted as the Oh results for the second-
order scheme. 

As an example of the estimation of discretization error, the 
points of zero shear stress at the upper and lower walls are 
calculated. The results of these calculations as well as the 
extrapolated values using Eqs. (9)-(ll) are displayed in Table 
4, and compared to the "benchmark" solution. 

The results using the Richardson extrapolation method show 
that combining the 2h\2nd and Ah\2ni results, yields an im­
proved result. For the top wall point, the percentage difference 
improves from 6.1 percent (2h grid) and 25 percent {Ah grid) 
to 0.41 percent {Ah grid, fourth-order accurate). For the bottom 
wall point, the percentage difference improves from 5.1 percent 
(2/z grid) and 22 percent {Ah grid) to 0.26 percent {Ah grid, 
fourth-order accurate). The initial results on the h grid are not 
converged to the same level as the 2h and Ah grid results. This 
may partly explain why the 2h 14th results are not much better 
than the 4/H4th results. 

5 Outflow Boundary Conditions 
Outflow boundary conditions pose a particular difficulty in 

elliptic problems. The usual practice is to locate the outflow 
plane far enough away from the region of interest which pre­
sumes a pre-knowledge of the solution. The question arises as 
to how far the outflow plane should be located in separated 
flows and what errors are introduced by too short a location. 
The effect of the location of the outflow boundary was in­
vestigated for the model problem by truncating the domain 
from 30, to 15, 10, and 7 units, respectively. 

The outflow boundary conditions (OBC) consist of setting 
the first derivatives of u and v, in the direction normal to the 
outflow plane, to zero, while satisfying global conservation of 
mass at the outflow. Thus: 

(12) Au= {u2,j-u„-tj)dy 

~b~x 
• 0^>u„j=u„-[j+Au 

* 0. 
dx 

V„J=V„-.\J 

(13) 

(14) 

where the subscripts 2 and n denote the inflow and outflow 
locations, respectively, for the u variable. If global continuity 
is satisfied at the outflow A« = 0 and u„j=u„^ij. 

The points of zero wall shear stress are calculated and shown 

Domain 
length 30 15 10 

1st Top 
2nd Top 
1st Bot. 

4.57 
10.27 
5.80 

4.56 
10.27 
5.80 

4.55 

5.78 

4.53 

5.76 

Fig. 2 Normalized streamlines, (a) "BM solution," (b) L = 7, (c) Z. = 10, 
(d) L = 15, (e)Z. = 3 

al 

I)) 

cl 

t 

d) 

I 

c) 

0 

/^* 

I 
I 1 

'^>K 
1 

^ s 

i 

^ ( 

i 

' ^ \ 
i 

( 

i 
2 

k 
1 
2 

\ 

1 
2 

k 
1 
2 

k 
1 
2 

' Y ^ 
i i 
3 4 

)H 
1 1 
3 4 

OT 1 1 
3. * 

ffl 1 1 
3 4 

iMi 
i i 
3 4 

%l V 
s 

klrr 
1 
5 

klrr 
5 

klr< 
s 

klrr 
r 
5 

1 
6 

7 ^ 
i 
6 

7==^ 
i 
6 

7 = ^ 
i 
6 1 

:^~~~ 
1 
6 1 

1 
1 8 

1 
S 

J, 
1 

s 

1 ' 
8 

1 
8 

1 
9 

1 
9 

I 
! 
9 

| 
1 
9 

1 
1 
9 

1 
10 

1 
10 

^ 
1 

10 

\ 
10 

\ 
10 

Fig. 3 Normalized pressure contours, (a) "BM solution," (b) £. = 7, 
(c) t = 10, (d)t = 15, (e)L = 30 

in Table 5, while the streamlines and pressure counters are 
shown in Figs. 2 and 3 for the various domain lengths. It is 
clear that with the outflow boundary conditions specified in 
Eqs. (12) to (14) the location of the outflow boundary has little 
effect on the computed solution. There was no difficulty in 
obtaining the correct results even though a recirculating eddy 
was dissected by this boundary for the domain length of 7. 
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Fig. 4 Convergence error and L2-norm of residuals of the u mom., 
mom., and continuity equations 

6 Incomplete Iterative Convergence 
Uncertainty due to incomplete iterative convergence can be 

defined as the difference between the current and the exact 
solution of the discretized problem on the same grid. The 
discretized solution will never satisfy the continuous equations 
exactly. Therefore, there will be a point in the iterative process 
when further relaxation of the system of equations will not 
bring any additional improvement in the solution. Stopping 
criteria must be selected, and resulting errors from foregoing 
additional i terations, should be estimated. One stopping cri­
terion, which is common in practice, is to terminate the iterative 
process when the difference in computed results, from one 
iteration to the next, falls below a pre-selected amount . An­
other stopping criterion is based on a measure of how well the 
discretized solution satisfies the discretized equat ions. This 
quantity is referred to as the residual of the discretized equa­
tion. In this method, when the residual falls below a pre­
selected tolerance, the iterative process is terminated. However, 
it is not always obvious what the tolerance level should be . 

Ferziger (1989) proposed to base the convergence criterion 
on the relative error which can be estimated as: 

„ 10 - 0 I 2 

- v f̂" (15) 

Xi is the principal eigenvalue of the amplification matrix, 
which is presumed dominant and can be estimated as: 

^ I 0 " + 1 - 0 " I 2 

-0"-M2 
(16) 

Thus the relative error depends on both the solution from 
iteration to iteration and the rate of convergence. If the con­
vergence rate is slow \ t will be close to unity and the relative 
error could still be very large even with very small changes in 
the value of 0 between iterates. 

The convergence error was estimated for the model problem 
by using the u component of velocity for the general variable 
0 in Eqs. (15) and (16). The convergence error and the norm 
of the residuals of the u momen tum, v momen tum, and con­
tinuity equations are shown in Fig. 4. The latter was 2 x 10~3 

when the former was about 1 x 10~3 . It appears that this is an 
appropriate stopping point , and both criteria appear to be 
equally applicable. The norm of the residuals and the con­
vergence error have similar t rends and values. This is not a 
surprising result, because, as pointed out by one of the re­
viewers, the norm of the residual can be shown analytically to 
be related to the convergence error. However, the main ad­
vantage of the latter is that it is computed in normalized form, 
whereas the normalizat ion quanti ty for the residuals may not 
always be obvious. 

7 Computational Grid Aspect Ratio 

7.1 Choice of Grid-Cell Aspect Ratio. In most compu­

tational fluid flow problems, the choice of the grid-cell aspect 
ratio is not trivial. Convergence characteristics suggest that the 
aspect ratio should be of order unity, but the need to resolve 
boundary layers may dictate much higher aspect ratios. The 
natural way to carry out grid refinement is to halve the cell 
size in each direction, which automatically maintains the initial 
cell aspect ratio. What is the effect of this choice on the ac­
curacy of computed results? 

Assuming that the leading truncation error term is of second-
order and that the grid spacing is sufficiently small, the func­
tional value, 0, can be written as: 

, + 2 dx2 

hld2<j> 
(17) 

where hx and hy are the grid spacing in the x and y directions, 
respectively. 

Let the aspect rat io be defined as, A R = hx/hy, also let 
P = (d24>/dy2)/(d2<t>/dx2) then: 

h2
xd

24> 
l+Aj +. 

The discretization error is then approximately: 

h2
x 3

20 
e = T a 7 | 1 + 

A\ 

(18) 

(19) 

For the same total number of grid points , refinement may 
be applied selectively in the x or ^-direction. The choice would 
produce a change in the cell-aspect rat io . For example, if hy 

is reduced by a factor m, with hx (=h) unchanged, A R will 
be increased by the factor m. Then the discretization error 
would be approximately: 

^ ^ 0 
= 2 dx2 1 + 

m2A\ 
(20) 

On the other hand , if hy is unchanged while hx is reduced 
by a factor m so that hx=h/m and A R is also reduced by a 
factor m, the error is: 

h2 d24> 
^Idx2 

The ratio of the errors is then 

8 
1 + 

1 0 
~A\ 

A\ 

£l_ 

£2 

mlAi m 
1 

- 5 + 
P A\ 

(21) 

(22) 

m" A R m R 

The implication of this result is that: 

+ 1 

<u <M = 1, if A R = P; and - < 1 , if AR<R; 

and - > 1 , if AR>0 (23) 
t2 

Therefore the limiting cell aspect rat io for selective grid 
refinement is VJ8, or ^(d14>/d/)/(d1f/dx2). So long as 
A R < \[@ grid refinement in the ^-direction leads to more ef­
fective error reduction than in the x-direction. If AR>\ffi 
further grid refinement in thej '-direction becomes less effective 
than that in the ^-direction. In boundary : layer type flows 
(3 » 1, so the op t imum value of A R > 1. But in separated flows 
with no preferred direction fi~ 1 and the opt imum A R will also 
be about 1. Thus , the op t imum value of A R can be obtained 
simply from an estimate of (3. This condition can be applied 
globally or locally. 

7.2 Application to Model Problem. To test this hypoth­
esis, computat ions of the model problem were made on several 
grids with cell aspect ratios in the range of 0.625 to 10.0. It 
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Table 6 Points of zero wall shear stress 

Grid 

5 
1 
6 
7 
8 

BM 

Grid Size 

258x18 
258x34 
258 x 66 
258x130 
258x258 

Aspect 
ratio 

0.625 
1.25 
2.5 
5 
10 

1st 
Top (%") 

i, 

4.64 (4.3) 
4.80 (1.0) 
4.84 (0.2) 
4.84 (0.2) 

4.85 

1st Bot 
b 

5.88 (3.6) 
6.05 (0.8) 
6.08 (0.3) 
6.09 (0.2) 

6.10 

(a) Percent difference between value and benchmark solution. 
(b) Solution not converged. 
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Fig. 5 Estimate of /3 based on L2 norms of a^/Sx2 and d^ldf 

was difficult to get converged solutions on coarser grids be­
cause of wiggles generated by the well-known "odd-even" 
decoupling problem. The results are presented in Table 6. The 
results show improved agreement with the benchmark solution 
with refinement in the /-direction corresponding to increased 
aspect ratio. This confirms the analysis for large /3. The de­
viation from the benchmark was reduced each by a factor of 
4, for grids 1 to 6 and 6 to 7, simply by halving the cell-size 
in the>>-direction. For a second-order scheme, such a reduction 
would normally be expected from halving of the cell size in 
both directions. Clearly, the .y-component of the truncation 
error is dominant and selective refinement in this direction is 
more cost effective than a global refinement. An estimate of 
the value of /3 based on the L2 norm of results computed on 
grid 1 is shown in Fig. 5. The variation in x is based on the 
integration of the result from x = 0.05. /3 is equal to 100, which 
implies that the optimum aspect ratio should be 10, in rough 
agreement with the present theory. 

8 Concluding Remarks 
Various sources of uncertainty in numerical computations 

of fluid flow have been examined. Specific estimates of nu­
merical error magnitudes were computed with reference to a 
two-dimensional separated flow problem. Truncation error in 
numerical schemes can be estimated by comparing solutions 

from low and higher-order schemes. The effect of outflow 
boundary conditions can be estimated by varying systemati­
cally the location of the outflow boundary without changing 
the grid distribution or the numerical scheme. Discretization 
errors can be estimated by making computations on related 
grids with varying degrees of fineness and using Richardson 
extrapolation method. The solution can then be improved. The 
method can also be used to determine the global order of 
accuracy of a numerical method. The uncertainty in computed 
results due to incomplete convergence of the iterative scheme 
can be removed by computing an estimate of the convergence 
error and using this as a stopping criterion rather than the 
more widely used change in computed results between iterates. 
Grid aspect ratio effects on the solution are also important. 
Higher aspect ratios are more effective in generating accurate 
solutions in separated flows with elongated regions with 
boundary layer character. A method is presented for estimating 
the optimum cell aspect ratio for use in more general flow 
situations. 
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Optimum Suppression of Fluid 
Forces Acting on a Circular 
Cylinder 
The objective of this paper is to investigate the suppression of the fluid forces acting 
on a circular cylinder {hereafter called the main cylinder) by controlling the flow 
around it. Flow control was established by introducing a fine circular cylinder 
(hereafter called the control cylinder) near the main cylinder. Measurements were 
carried out with variation of the position of the control cylinder in the ranges of 
G/d= 0.004-0.20 (G is the gap between main cylinder and control cylinder, d is 
diameter of main cylinder) and a = 0—180 deg (a is the angle along circumference 
from the front stagnation point of main cylinder) at a Reynolds number of 6.5 x 10*. 
Subsequently, the steady and unsteady fluid forces, vortex shedding frequency and 
flow pattern were systematically examined. Furthermore, such matters as the mech­
anism of the flow control, the nature of the controlled wake, the relationship between 
the characteristics of the controlled fluid forces, and the behavior of the flow were 
discussed in detail on the basis of the obtained results regarding fluid forces, vortex 
shedding frequency and flow pattern. 

1 Introduction 
The study of the suppression of the fluid forces and vortex 

shedding over a circular cylinder has received much attention, 
since practical application is expected in various areas of en­
gineering. Many methods have been developed to reduce the 
fluid forces and to suppress vortex shedding over a circular 
cylinder, and some of these have been successful (Zdravkovich, 
1981). Recently, Strykowski and Sreenivasan (1990) reported 
that vortex shedding can be suppressed almost completely by 
simply inserting a small cylinder in the separated shear layer. 
The work of Strykowski and Sreenivasan was carried out in 
the range of Reynolds numbers less than Re= 120. The for­
mation mechanism of vortices formed by the alternating roll-
ing-up of separated shear layers is considered to be virtually 
the same for any bluff body and any Reynolds number. There­
fore, it is assumed that the reduction of fluid forces by suppres­
sion of vortex shedding, as achieved by Strykowski and 
Sreenivasan, is quite possible over the circular cylinder even 
at large Reynolds numbers. Quite recently, Sakamoto et al. 
(1991) investigated the reduction of the time-averaged drag 
and the fluctuating lift and drag, acting on a square prism with 
the introduction of a small circular cylinder in a manner similar 
to that of Strykowski and Sreenivasan. They found that the 
maximum reduction of the time-averaged drag is 30 percent, 
and the maximum reduction in the fluctuating lift and drag 
are approximately 95 and 75 percent respectively. Thus, it is 
obvious that such methods are very effective to control the 
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flow around a bluff body. However, the nature of the con­
trolled flow, i.e., the structure of the wake, the behavior of 
the boundary layer and separated shear layer, and the stability 
of the controlled flow, is not yet fully clarified. Further work 
is required for a better understanding of this method. 

The aim of the present work is to reduce the fluid forces 
acting on a circular cylinder at comparatively large Reynolds 
numbers with the introduction of the control cylinder near the 
main cylinder. The position of the control cylinder was changed 
systematically, and then the steady and unsteady fluid forces 
were examined in order to estimate the magnitude of the re­
duction of the forces and to identify the optimum position of 
the control cylinder. Furthermore, the mechanism of the flow 
control, the structure of the controlled wake, and the behavior 
of the controlled boundary layer and the separated shear layer 
were discussed in detail on the basis of the obtained vortex 
shedding pattern and visualized wake flow pattern. Subse­
quently, the applicability of the present method in reducing 
the fluid forces and suppressing the vortex shedding was eval­
uated. 

2 Experimental Arrangement and Procedures 
The experiments were carried out in a low speed, closed-

circuit wind tunnel. The test section of the tunnel was rectan­
gular, with a height of 0.6 m, a width of 0.4 m, and a length 
of 5.4 m. Two types of circular cylinders were used for the 
experiment: one cylinder with two load cell was used to measure 
the fluid forces, and the other cylinder was equipped with 
pressures tap of 0.8 mm diameter was used to measure the 
static pressure on the cylinder surface. Both cylinders had a 
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Fig. 1 Arrangement of load cell installed inside of the main cylinder 

Contro l 
cylinder 

Fig. 2 Definition sketch and coordinate system 

diameter of 49 mm and a length of 400 mm, in order to span 
the width of the test section. The circular cylinder used for the 
measurement of fluid forces, consisted of an active section 
and a dummy section as shown in Fig. 1. The load cells, on 
which four semiconductor strain gauges were attached were 
installed inside the main cylinder. The load cell installed inside 
the active section measured the combination of the fluid forces 
and other forces caused by the vibrations transmitted through 
the cylinder support. The load cell installed inside the dummy 
section measured only the forces caused by the vibrations trans­
mitted through the cylinder support. Therefore, by subtracting 
the output of the load cell installed inside the dummy section 
from that of the load cell installed inside the active section, 
the fluid forces acting on the active cylinder only could be 
measured. The spanwise length of the active cylinder was 45 
mm (0.92 of diameter of circular cylinder). This size was de­
termined by taking into account the cross-correlation lengths 
of the fluctuating pressure in the spanwise direction of the 
cylinder surface, which were found to be (1.3~2.0)d (Surry, 
1972), and (1 .0 - 1.60)d (Batham, 1973). If the length of the 
active cylinder were to exceed these values, the load cell would 
not measure the correct fluctuating forces, because the fluc­
tuating pressures are not always in phase at arbitrary distances 
in the spanwise direction. The natural frequency of the load 
cell was about 960 Hz. This value satisfied So and Savaker's 
criterion (So and Savakar, 1981), which requires the natural 
frequency of the load cell to be at least four times the frequency 
of the dominant force. The diameter of the control cylinder 
used in the present experiment was 3 mm. The control cylinder 
was set in tension at one side of the main cylinder as shown 
in Fig. 2. The vibrations of the control cylinder were not 
generated during measurements. 

Experiments were carried out at a constant free-stream ve­
locity U0 = 20 m/s. The position of the control cylinder was 
varied in the range of G = 0.2~10 mm (G/d= 0.004-0.20) 
and a = 0— 180 deg. The corresponding Reynolds number, Re 
(= U0/d/v), was 6.5 x 104. The turbulent intensity of the free-

150 180 
a(deg.! 

Fig. 3 Distribution of the time-averaged drag coefficient for different 
positions of the control cylinder. (Uncertainty in CD: less than ±3 per­
cent, in a: less than ±0.5 degree.) 

stream was below 0.2 percent. The flow in the axial plane 
through the mid-section of the cylinder was visualized by using 
smoke. Important symbols and the definition of the coordinate 
system used in the present study are shown in Fig. 2. The 
blockage effect of the test cylinder was 8.2 percent, and no 
corrections were made for it. 

3 Results and Discussions 

3.1 Classification of Control Effects. Figure 3 shows the 
values of the time averaged drag coefficient CD, which is de­
fined by CD = D/(0.5pUoA), as a function of the position of 
the control cylinder. From these results, the distribution of the 
time-averaged drag coefficient due to the difference in the 

Nomenclature 

A = projected area of the active 
cylinder 

CD = time-averaged drag coeffi­
cient = £>/(0.5p UQA) 

CDf = r.m.s.drag coefficient = \D/, 
(Q.SpUlA) 

CL = time-averaged lift coeffi­
cient = L/(0.5pUoA) 

CLf = r.m.s. lift coefficient = \JL}/ 
{Q.SpUlA) 

D = time-averaged drag acting on 
the active cylinder 

Df = 

G = 

L = 

Lf = 

U0 = 
a -

d = 

fluctuating drag acting on the 
active cylinder 
gap width between the main 
cylinder and the control cylin­
der 
time-averaged lift acting on 
the active cylinder 
fluctuating lift acting on the 
active cylinder 
free-stream velocity 
diameter of the control cylin­
der 
diameter of the main cylinder 

p = time-averaged pressure acting 
on the surface of main cylin­
der 

Po = static pressure of free-stream 
x, y = Cartesian coordinate system 

(see Fig. 2) 
a = position of the control cylinder 

measured along the circumfer­
ence from front stagnation 
point of the main cylinder 

6 = position of piezometric hole 
measured along the surface of 
the main cylinder 

P = density of the fluid 
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setting angle a of the control cylinder is roughly classified into 
four regions, in accordance with the phenomenological mech­
anisms of the control. Region I is the range of 0 deg<a<70 
deg, in which the drag decreases, region II is the range of 70 
deg<a<110 deg, in which drag increases, region III is the 
range of 110 deg < a < 135 deg, in which the drag decreases, 
and region IV is the range of 135 deg<a< 180 deg, in which 
the drag is not varied. In region I, the effectiveness of the 
control cylinder is attributed to the control of the boundary 
layer on the main cylinder. In region II and III, the effectiveness 
of the control cylinder is attributed to the control of the free 
shear layer. 

Figures 4(a) and (b) show the distributions of the surface 
pressure on the main cylinder. It can be seen in Fig. 4(a) that 
in region I the separation point is displaced downstream, from 
a position in front of the location 8 = 90 deg to a location a 
little downstream. This is due to the transition from laminar 
to turbulent flow along the surface of the main cylinder. Waka 
and Yoshino (1987) have investigated the flow around a circular 
cylinder with variation of the velocity and position of tangential 
blowing from a surface slot. Based on the measurements of 
the surface pressure distributions, they demonstrated that a 
large reduction in the time-averaged drag is due to the dis­
placements of the separation points. Therefore, from the change 
of the surface pressure distributions in the region I as shown 
in Fig. 4(a), it can be concluded that the mechanism of the 
flow control by means of the present method is similar to that 
of tangential blowing from a surface slot. Furthermore, when 
the control cylinder is located at a = 63 deg as shown in Fig. 
4(a), the generation of the two flow patterns can be recognized 
from the existence of two different distributions of the surface 
pressure. The generation of the two flow patterns occurs in 
the vicinity of the boundary between regions I and II. These 
appear in the form of a bistable flow pattern, in which each 
pattern lasts a short period of time and in the form of an 
unstable flow pattern, in which each pattern appears alternately 
at very short intervals. 

Next, in region II, the CD increases considerably compared 
with that in the case without the control cylinder. This is due 
to the fact that the shear layer separated from the main cylinder 
is forced to bend by the control cylinder. The rolling-up of 
the shear layer is intensified, and the base pressure increases. 
In region III, as shown in Fig. 4(b), the shear layer which 
separates near 0 = 90 deg is forcibly reattached near 6=130 
deg, and the reattached shear layer then adheres until near the 
rear stagnation point, so that the base pressure decreases. Also, 
as will be discussed later, when the control cylinder is located 
in the vicinity of the boundary between regions II and III, and 
region III and IV, two types of flow patterns are generated in 
the form of a bistable and an unstable flow pattern respectively. 
The CD in region IV does not change because the control 
cylinder is located in the wake of the main cylinder. 

3.2 Control of Time Averaged Drag and Lift. Figures 5 
and 6 show the time-averaged drag coefficient CD and lift 
coefficient CL, when the gaps between the two cylinders G and 
the angle a vary in the ranges of G = 0.2~10 mm (G/ 
d = 0.004-0.02) and a = 0 - 180 deg. All results are presented 
in the form of contour diagrams which were obtained by in­
terpolation between the measured values. The results of CD 
are expressed as multiples of Cfl= 1.28, which is the value of 
the main cylinder without the control cylinder, in order to 
quantify the effect of control. 

First, C0 provides minimum values when the control cylinder 
is located near a = 60 deg and near a = 120 deg. In particular, 
the time-averaged drag is reduced to about 50 percent when 
the control cylinder is located near a = 60 deg. In this case, 
the maximum reduction is caused by the displacement of the 
separation point due to the transition from a laminar to a 
turbulent boundary layer along the upper surface on the side 

0 60 120 180 240 300 360 
9(deg.) 

Fig. 4(a) 

^ g l l I I I I I I I I I I I I I I I I I I I I I I l l I I I I I I I I I I 

' 0 60 120 180 240 300 360 
9(deg.) 

Fig. 4(b) 
Fig. 4 Distribution of the time-averaged pressure coefficient for dif­
ferent positions of the control cylinder. (Uncertainty in C„: less than ±2 
percent, in 6: less than ±0.5 degree.) 

where the control cylinder is set up. To reduce CD by controlling 
the boundary layer of the cylinder surface, the tripping wire 
method, in which a small wire is attached to the cylinder's 
surface, has been available. The maximum reduction of CD by 
the tripping wire method was about 30 percent (James and 
Troung, 1972) under the condition, at which the Reynolds 
number and the ratio of the main cylinder diameter to that of 
the control cylinder are the same as those of the present ex­
periment. Next, when the control cylinder is located near a = 120 
deg, the time-averaged drag is reduced to about 30 percent as 
shown in Fig. 5. Igarashi and Tsutsui (1989) carried out detailed 
investigations on the control of the shear layer separated from 
a circular cylinder when the control cylinder was located near 
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Equi-CD lines 
0U90* 

G(mm) 

Fig. 5 Equi-line diagram of the time-averaged drag coefficient. (Uncer­
tainty in CD: less than ±3 percent, in G: less than ±0.05 mm, in a: less 
than ±0.5 degree.) 

Equi-CL l ines 
0U90* 

G(mm) 

Fig. 6 Equi-line diagram of the time-averaged lift coefficient. (Uncer­
tainty in CL: less than ±3 percent, for further information, see the caption 
of Fig. 5.) 

a= 120 deg. In their investigation, even if the diameter ratio 
of the cylinders is 0.05, which is smaller than the value 0.06 
of the present experiment, an almost identical reduction of 30 
percent was obtained. Similar measurements were carried out 
in the present experiment for a control cylinder of d = 1 mm 
diameter ratio: 0.02), and maximum reduction values of ap­
proximately 50 and 30 percent were obtained near a = 60 and 
120 deg, respectively. 

We tried to estimate the total reduction rate of the drag, 
combining the drag of the control cylinder with the drag of 
the main cylinder since the control cylinder itself generates 
drag. To estimate the drag of the control cylinder, we adopted 
the actual velocity at the outer boundary of the separated shear 
layer as the velocity which approaches the control cylinder and 
0.95 (Re = 5 x 103) as the drag coefficient. As a result, the drag 
of the control cylinder was estimated to be about 10 percent 
of that of the main cylinder. The total drag of two cylinders 
can be reduced by a maximum of 40 percent from the drag of 
an uncontrolled main cylinder when the control cylinder is 
located near a = 60 deg and 20 percent near a= 120 deg. 

Next, the time-averaged lift coefficient CL takes a maximum 
value when CD becomes minimum near a - 60 deg and near 
a= 120 deg. These maximum values of CL are caused by the 
following effects: near a = 60 deg, the separation point of the 
boundary layer is greatly moved backward due to the accel­
erated gap flow between the cylinders, and near a= 120 deg, 
the reattached shear layer on the main cylinder surface adheres 
until near the rear stagnation point. As a result, a large lift 
force of upward direction is generated, because the negative 
pressure on the upper-side surface is considerably larger than 
that of the lower-side surface. 

Equi - CLf lines 
a = 90* 

Fig. 7 Equi-line diagram of the fluctuating lift coefficient. (Uncertainty 
in CL{: less than ±3 percent, for further information, see the caption of 
Fig. 5.) 

Equi-Cnf lines 
a=90* 

G(mm) 

Fig. 8 Equi-line diagram of the fluctuating drag coefficient. (Uncertainty 
in Cof. less than ±3 percent, for further information, see the caption of 
Fig. 5.) 

3.3 Control of Fluctuating Fluid Forces and Vortex Shed­
ding. Figures 7 and 8 show the r.m.s. values of the fluctuating 
lift coefficient CLf and the fluctuating drag coefficient CD/, 
which are defined by the following equation: CLf, 

CDf= lyL}, y DJ]/(p.5pUlA). All the results are reduced by 
the corresponding values of the undisturbed main cylinder, 
namely Cy= 0.46 and CDJ= 0.12. The fluctuating lift and drag 
are mostly suppressed when the control cylinder is located at 
the region of G = 3 ~ 7 mm, near a = 60 deg and G = 7 ~ 8 mm, 
near a= 120 deg, and then the maximum reductions of CLf 
and CD/are approximately 85 percent. When the control cyl­
inder is placed at these locations, it is possible to suppress the 
vortex shedding completely because the fluctuating lift and 
drag are virtually not generated. 

Next, when the control cylinder is located in the region 
between a = 70 deg and a = 110 deg, the fluctuating fluid forces 
increase, and then the rate of increase in CLf and CD} reaches 
.values as high as 70 percent. As stated above, this is due to 
fact that the separated shear layer is forcibly bent by the control 
cylinder so that the rolling-up of the shear layer is intensified. 

• When the control cylinder is located beyond a= 150 deg, CLj 
and C0/are considerably reduced. This suggests that the flow 
characteristics in the vortex formation region, where the al­
ternate vortex shedding is created, namely the concentration 
of vorticity, the counterbalance of vorticity and inverse flow, 
change considerably due to the presence of the control cylinder. 

Figure 9 shows the power spectrum of the fluctuating lift. 
When the control cylinder is located in the region near a = 60 
deg, where the fluctuating fluid forces are considerably reduced 
from the existence of a clear spectral peak as shown in Fig. 
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Fig. 10 Waveform of fluctuating lift for bistable and unstable flow 

9(b), we can recognize that alternative vortex shedding has 
occurred. In this region, vortex shedding occurs with fairly 
high frequency. Thus, the wake fluctuation width is to be 
decreased substantially. Next, when the control cylinder is 
located at a = 60 deg and a =120 deg, which provides the 
minimum fluctuating fluid forces, clear spectral peaks are al­
most absent as shown in Figs. 9(c) and (/). Thus, alternate 
vortex shedding is essentially suppressed. Finally, when the 
control cylinder is located within the wake of the main cylinder,, 
a clear spectral peak is observed as shown in Fig. 9(g). How­
ever, the energy and frequency of the spectral peak are some­
what different from that without the control cylinder. 

3.4 Generation of Bistable and Unstable Flow. As de­
scribed in section 3.1, when the control cylinder is located near 
a = 60 deg and near ot= 120 deg, two flow patterns develop in 
the form of bistable and unstable flow respectively. In this 
section, the relation between fluid forces and the flow patterns 
generated in these regions are clarified. Figures 10(a) and (b) 

K3 Unstable region Bistable region 
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= 6 mm 
= 5 mm 
= 4 mm 
= 3 mm 
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Fig. 11 Domain of bistable and unstable flow. For further information, 
see the caption of Fig. 5. 
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Fig. 12 Lift coefficient CL when bistable flow occurs (near a = 60 deg). 
For further information, see the caption of Fig. 6. 

show the waveforms of the fluctuating lift acting on the main 
cylinder when the control cylinder is located near a = 60 deg 
and a= 120 deg, respectively. It can be recognized that two 
kinds of the fluctuating lift are generated in the form of bistable 
flow, in which each waveform lasts for a length of time as 
shown in Fig. 10(a), and in the form of unstable flow, in which 
each waveform appears alternately at very short intervals as 
shown in Fig. 10(b), clearly indicating the generation of two 
flow patterns. The judgment of distinction between the bi­
stable flow and unstable flow was based on the following 
guideline: if an identical flow pattern continued for more than 
1000 cycles (one fluctuation by a pair of vortex shedding is 
defined as one cycle), it was designated as bistable flow, and 
if less than 1000 cycles, it was designated as unstable flow. 
Figures 11 (a) and (b) show the positions of the control cylinder 
which corresponds to bistable and unstable flow. It is found 
that two flow patterns, forming bistable or unstable flow, 
correspond to the region of G = 3 mm to 7 mm when the control 
cylinder is located near a = 60 deg, and in the region of G = 3 
mm to 10 mm when the control cylinder is located near a = 120 
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unstable flow. First, when the control cylinder is located near
c< = 60 deg, one of the two flow patterns is one in which the
recession of the separated point of the boundary layer along
the upper-side surface occurs as shown iri Fig. 14 (b) (Type
A). The pressure distribution on the upper and lower surfaces
of the main cylinder is fairly asymmetrical, so that a large CL

develops. Also, minimum values develop for each CD, C Lj,

and CDj due to the suppression of the vortex shedding. The
other pattern is one in which no interaction occurs between
the upper and lower-side shear layer, due to the turbulent
diffusion of the shear layer caused by the interference with the
wake of the control cylinder as shown in Fig. 14(c) (Type B).
In this case, the flow on the upper and lower-side is relatively
symmetrical, so that the value of C L is small, and CD, C Lj,

and CDf decrease substantially. As shown in Fig. ll(b), for
example, these two patterns are generated in the form of the
bistable flow at c< = 52 deg to 67 deg and in the form of the
unstable flow at c< =67 to 75 deg when the gap between two
cylinders is 6 mm.

Next, when the control cylinder is located near c< = 120 deg,
the bistable and unstable flow are generated in a form of the
combination of two flow patterns among three flow patterns
as shown in Figs. 14(d), (e) and (j). One of the flow patterns
is one in which the separated shear layer is forced to bend by
the control cylinder, so that its rolling-up is intensified as shown
in Fig. 14(d) (Type C). In this case, the value of CL is small,
but the values of CD, CLf> and C Dj increase as compared to
those without the control cylinder. The next pattern is one in
which the separated shear layer on the upper-side is forcibly
reattached, so that the reattached shear layer adheres until
near the rear stagnation point as shown in Fig. 14(e) (Type
D). In this case, the value of C L is large but those of CD, C Lj,

and CDj greatly decrease due to the suppression of the vortex
shedding. In this last pattern no interraction occurs between
the upper and lower-side shear layer because the growth and
strength of the rolling-up of the shear layer on the upper-side
is prevented by the control cylinder as shown in Fig. 14(j)
(Type E). In this pattern, the vortex shedding is suppressed,
and then CD, C Lj and C Dj are substantially reduced.

-
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~
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I I I I
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I
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(b) Type A (Recession of separated point)

(c) Type B (Turbulent diffusion of separated shear la) er
by wake of control cYlinder)

Fig. 13 Lift coefficient when bistable flow occurs (near" = 120 deg).
For further information, see the caption of Fig. 6.

(a) No control (without control cylinder)

4 Conclusions
This objective of this paper was to investigate the suppression

of the fluid forces acting on a circular cylinder by introducing
a fine circular cylinder around the flow. The main results of
the present study may be summarized as follows:

(1) The effect of the present method for suppressing the
fluid forces is classified into two categories; one is due to the
control of the boundary layer along the surface of the circular
cylinder; the other is due to the control of the shear layer
separated from its surface.

(2) The greatest reduction of the time-mean drag and the
fluctuating lift and drag occurs when the control cylinder is
located at two regions, i.e., G = 3 to 7 mm and near c< =60
deg, and G=7 to 8 mm and near c<= 120 deg. The maximum
reduction of the time-averaged drag is 50 percent, and the
maximum reduction in the fluctuating lift and drag is 85 per­
cent, by using the control cylinder with a diameter of 3 mm,
which is considerably smaller than the main cylinder with a
diameter of 49 mm.

(3) The wake flow pattern due to the difference in position
of the control cylinder is found to be classified roughly into
five patterns. Furthermore, the relation between the behavior
of the controlled wake flow and the characteristics of the
controlled fluid forces is clarified.

(4) When the control cylinder is located near c< = 60 deg and
c< = 120 deg, where the largest reduction of the time-mean drag
and the fluctuating lift and drag occur, the two flow patterns
are found to be generated with either the form of the bistable

(E') TypE.' 0 (Reallachment of separated shear layer)

(d) TypE' C(Intensification of rolling-up of separated
shear layer)

C
~~

deg. Accordingly, in these regions, two different values in the
time-mean lift and drag, and the fluctuating lift and drag
develop with the generation of two flow pattern.

Figures 12 and 13 show the time-averaged lift coefficient
corresponding to the two flow patterns. Figure 14 also shows
the observed smoke patterns and the configuration of the wake
flow patterns. Here, the two values for only the bistable flow
are presented, because the estimation of CL is difficult for the

(I) Type E (Turbulent diffusion of separated shear layer
by control cyl,nder)

Fig.14 Smoke patterns and schemalic representation of wake flow lor
different positions of the control cylinder
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flow, in which each flow pattern lasts a certain period of time, 
or the unstable flow, in which the duration of the existence of 
each flow pattern is very short. 
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Three-Dimensional Recirculation 
Flow in a Backward Facing Step 
The flow field behind a small aspect ratio (channel width/step height = 3) backward-
facing step is examined using laser Doppler anemometer. All three velocity com­
ponents inside the separation region are surveyed in detail. The velocity prof He just 
upstream of the step is laminar and two-dimensional. The velocity field reveals that 
the reattachment and the flow in the recirculation zone are highly three-dimensional 
due to the small aspect ratio. 

1 Introduction 
Flow fields associated with separation and reattachment have 

received significant attention because of their importance in 
many engineering applications. Examples include the flow be­
hind flame holders in combustors, separated flow in diffusers, 
and separation bubbles on airfoils. Among these separation-
reattachment configurations, the backward-facing step has been 
studied most extensively. A detailed review of the two-dimen­
sional situations has been offered by Bradshaw and Wong 
(1972) and later by Eaton and Johnston (1981). The reattach­
ment length, one of the important properties because it indi­
cates the rate of mixing of the separated shear layer, has been 
found by Eaton and Johnston (1981) to be sensitive to many 
parameters, e.g., Reynolds number, background turbulence 
level, streamwise pressure gradient, etc. Near the reattachment 
region, the local turbulence intensity and Reynolds stresses 
reach their peak values, which can be attributed to the im­
pingement of the unsteady shear layer onto the step's floor. 
The coherent structures in the shear layer were studied recently 
by Bhattacharjee et al. (1986) and Roos and Kegelman (1986). 
In a two-dimensional backward facing step with an aspect ratio 
of 16.24, the instantaneous velocity traces indicate that the 
coherent structures in the shear layer are correlated almost 
across the entire span (Bhattacharrjee et al., 1986). 

Flow visualization by Cherdron et al. (1978) showed vortex 
pair structures behind a sudden expansion inside a symmetric 
duct. In a channel with a fully developed velocity profile before 
the step, Armaly et al. (1983) found multiple regions of sep­
aration downstream of the backward-facing step (aspect ra­
tio = 18.1) on both the top and bottom sides of the channel 
walls. Their measurements showed that the appearance of a 
separation bubble on the wall opposite to the step destroyed 
the two-dimensionality of the flow, and wavy patterns of the. 
spanwise separation-reattachment locations existed for both 
top and bottom separation bubbles. Their numerical results 
supported the existence of those additional separation regions. 
Several recent Navier-Stokes computational works (Kim and 
Monin, 1985 and Kaiktsis et al., 1991) also reported the ap-
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pearance of a secondary separation bubble on the wall opposite 
to the step. This separation seems to be produced by the adverse 
pressure gradient imposed by the sudden expansion. Most of 
the existing research efforts have been focused on two-dimen­
sional situations, though most of the realistic applications are 
practically dominated by three dimensional geometries, de 
Brederode and Bradshaw (1972) have systematically studied 
the side wall effects with top hat free stream velocity profile. 
They concluded that the three-dimensional features could be 
neglected if the aspect ratio of the step was larger than ten. 
They did observe, however, strong three-dimensional struc­
tures in their oil-film visualization for low aspect ratio cases. 

In this work, we first establish the two-dimensionality of 
the flow before the step and then present the development of 
the three-dimensional features in the recirculation zone. 

2 Experimental Apparatus 

2.1 Water Channel. The present experiment was per­
formed at the USC Fluid Mechanics Laboratory. A closed 
circuit water channel made of plexiglass was used in this in­
vestigation. The backward-facing step with a height of 19.05 
mm is situated 50.8 mm downstream from the end of a two-
dimensional 2.7:1 contraction. The aspect ratio (channel width/ 
step height= W/H) is 3:1 with a channel width of 57.2 mm. 
The settling chamber before contraction is filled with foams 
and several fine mesh screens for turbulence reduction. Free 
stream turbulent intensity is found to be approximately 1 per­
cent of the time-averaged velocity and this is also the limitation 
of the present LDA system. The whole assembly is positioned 
on a three-dimensional traversing mechanism. The x, y, and 
z coordinates are defined as the streamwise, the transverse and 
the spanwise directions, respectively. 

2.2 Laser-Doppler Anemometer System. A single-com­
ponent forward-scatter laser-Doppler anemometer (Dantec 55x 
modular optics system) was used for the velocity measurements 
and a Bragg-cell frequency shifter was employed to detect flow 
reversal. A counter-type processor (Dantec model no. 55L90a) 
translated the Doppler frequency information into velocity 
data which were then stored and analyzed on a PDP 11/23 
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Fig. 1 Instantaneous velocity signal measured inside the separation 
region. The period of the most unstable shear layer instability waves is 
0.5 second. 
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Fig. 2 Histogram of the fluctuation time period distribution inside the 
separation region 

microcomputer. The probe volume of the present setup is ap­
proximately 0.08 mm in diameter and 0.68 mm in length along 
the optical axis. A 1-D residence-time weighting scheme is used 
to remove the LDA velocity bias. Streamwise and transverse 
velocity components were measured respectively by rotating 
the LDA optics 90 deg. The spanwise velocity was measured 
by turning the channel 90 deg about the streamwise axis. The 
Reynolds number, based on the step height and the free-stream 
velocity, was about 2300. 

2.3 Experimental Uncertainties. The LDA system was 
calibrated using a rotating disk driven by a high-precision 
microstepping motor system. By using very long time average 
(more than 10 minutes) and 19,200 samples for each meas­
urement, the estimated experimental uncertainties are 0.5 per­
cent for the mean velocity and 1 percent for the turbulent 
intensity measurements. The relatively high value of the free-
stream turbulence level is due to (1) the low contraction ratio 
of the channel, and (2) ineffectiveness of the screens, honey­
combs and foams to reduce turbulence in this low velocity 
range. The spatial resolution of the traverse system is 0.5 mm 
in all three directions which is approximately 3 percent of the 
step height. 

3 Experimental Results and Discussions 

3.1 The Time Scales. Two time scales exist in this flow 
configuration. One is the instability frequency of the shear 
layer which can be determined by the free-stream velocity and 
the initial mixing layer thickness. In the present case, the initial 
instability period is 0.5 s. The other time scale is a low frequency 
fluctuation whose exact cause is not clear yet. This very low 
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Fig. 3 Boundary layer velocity profile immediately upstream of the step 

frequency fluctuation is detectable throughout the entire sep­
aration region but is clearest deep inside the recirculation zone 
where it receives minimum contamination from the shear layer 
fluctuating eddies which are at a much higher frequency range. 
Figure 1 shows a typical instantaneous velocity signal measured 
10 mm downstream, x/H= 0.53, from the step and 6 mm above 
the step flow, y/H= 0.31. The low frequency fluctuations are 
represented by the quasi-periodic modulations which dominate 
the velocity trace. Superimposed on them are random turbu­
lence and quasi-sinusoidal shear layer instability fluctuations. 
By'examining a long record of the instantaneous velocity sig­
nals, a histogram of these low frequency fluctuation time pe­
riod is presented in Fig. 2. Here N is the number of the 
fluctuations corresponding to time periods within a specific 
frequency window, and N, is the total count of the number of 
fluctuations during the entire sample time. The estimated un­
certainty in determining the fluctuation period is approxi­
mately 1 second. The total sample time for constructing this 
histogram is approximately half an hour, and N, equals 140. 
A peak can be identified at 7^=12.5 s, which is about 25 
times longer than the shear layer initial instability wave periods. 
A long tail extends toward the extremely low frequency end, 
suggesting the presence of even lower frequency motions. Lim­
ited studies (Eaton & Johnston, 1982; Cherry et al., 1984; and 
Kiya et al., 1985) suggest that a separation bubble shortening-
lengthening process, i.e., the flapping of the separated shear 
layer at the separated region, could be responsible for this low 
frequency unsteadiness. If it is so, this long time scale should 
be scaled to the passage period of the vortices near the reat­
tachment region. However, the TM found is much longer than 
the reattaching shear layer passage period which is about 1 
second. However, an interesting observation suggests a pos­
sible relation between this slow oscillation to the recirculation 
time scale of the entire bubble, which can be characterized by 
the turn-around time of the recirculation eddy of the step. 
From the velocity measurement, the estimated time scale in 
the recirculation bubble is about 6.5 s, which is approximately 
half of the long fluctuation period. However, more investi­
gations will be needed in order to substantiate this observation. 
Due to the existence of this long time scale in the flow, the 
averaging times of the flow quantities are correspondingly 
increased such that statistical stability could be achieved. In 
the present experiment, the period with the maximum prob­
ability density, TM= 12.5 s is used as the reference time scale 
and the flow properties are averaged at each measuring station 
for at least 48 periods of this long time scale, which corresponds 
to about 10 minutes. 

3.2 The Two-Dimensionality Before the Step. The initial 
boundary layer profile just upstream of the step is shown in 
Fig. 3. It is fairly close to the Blasius laminar profile as rep-
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Fig. 4 Spanwise profiles of the free-stream velocity and turbulent in­
tensity upstream of the step 

resented by the solid line. The slight deviation from the Blasius 
data could be due to the following two reasons: First, the 
relatively short developing distance between the contraction 
and the test section. Second, influences from the separated 
flow immediate downstream. The two-dimensionality of the 
inlet flow before the step was examined by measuring the 
spanwise distribution of the streamwise velocity components 
upstream of the step. As demonstrated by both the mean ve­
locity and turbulence intensity profiles in Fig. 4, the incoming 
flow immediately before the step is indeed two-dimensional 
except very close to the side wall. The displacement thickness 
of the side wall boundary layer is of the same order of mag­
nitude as that of the boundary layer before the step, which is 
about 1.7 mm, 3 percent of the channel width. Therefore, the 
three-dimensional distortion effect produced by the side wall 
boundary layer should be insignificant. 

3.3 The Reattachment Length. The reattachment loca­
tion is defined as the point where the separated shear layer 
reattaches to the surface. Two commonly accepted definitions 
(Kiya et al., 1982) are used to identify the time mean reat­
tachment points; one method defines reattachment position as 
the point where the surface velocity, Us, equals to zero. The 
surface velocity is defined as the time-averaged streamwise 
velocity component measured very close to the surface. In this 
experiment the measurements were taken at a distance of 2 
mm above the bottom surface. The second method is to define 
the reattachment position at a point where the surface flow 
moves upstream 50 percent of the time. Alternatively, these 
two techniques can both be conceived as the determination of 
the position where the time mean separating streamline im­
pinges onto the step's floor, both measurements were made in 
the present study and no appreciable difference (within 0.1 
step height) could be found between the results. Figure 5 pre­
sents an example of these reattachment measurements which 
was taken along the centerline of the step. Two points simul­
taneously fulfill both criteria of the reattachment. Neverthe­
less, from a later shear layer profile measurement, the 
downstream point is identified as the correct one where the 

Us 
Fraction of flow reversal 

Reattachment , 

-1.6 
3 4 

i/H 

Fig. 5 Definitions of the shear layer reattachment location 

Fig. 6 Spanwise distribution of the shear layer reattachment locations 

shear layer impinges onto the step floor as can also be shown 
in Fig. 1(b). The upstream point corresponds to the position 
where the reverse flow inside the recirculation zone separates 
again, forming a secondary eddy trapped near the step's corner. 

The reattachment length is one of the most important pa­
rameters characterizing the global feature of a separated-reat-
tached flow. For example, the reattachment length can be used 
as a measure of the level of the entrainment from the separated 
shear layer (Rothe and Johnston, 1979); the local maximum 
heat transfer rate is also found at the mean reattachment re­
gion. Therefore, information about the three-dimensional be­
haviors of the reattachment positions is critical in designing 
many engineering devices, e.g., a dump combustor. The span-
wise distribution of the reattachment locations is given in Fig. 
6. The reattachment points vary significantly across the span 
and their distribution is slightly asymmetrical. This asymmetry 
is found to be persistent throughout the entire experiment and 
is probably due to the non-uniformity of the facility upstream 
of the step. The reattachment point along the centerline is 
about 4.3 step heights which is considerably shorter than the 
typical two-dimensional cases in the same Reynolds number 
range, usually 6 to 9 step heights (Eaton and Johnston, 1981). 
The farthest reattached position occurs very close to one of 
the side walls and is at least 20 percent longer than those near 
the center. Armaly et al. (1983) reported a similar wavy dis­
tribution of the spanwise reattachment locations for a backstep 
flow with an initially parabolic velocity profile. In their meas­
urement an additional separation bubble was found to exist 
at the wall opposite of the step, and was believed to be re­
sponsible for this wave like spanwise reattachment distribution. 
However, no such separation zone is detectable in the present 
study. 

3.4 3-D Flow Pattern. Detailed velocity measurements 
are taken inside the recirculation region in order to understand 
this highly three-dimensional flow field. All three velocity com­
ponents are measured by the LDA. Several cross-sectional 
measuring planes were chosen to display the inner structures 
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Fig. 7 Velocity vector plots measured at selective vertical planes 
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Fig. 9 Velocity vector plot measured at the horizontal plane, z/H = 0.5 
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Fig. 8 Time-mean velocity and turbulent intensity profiles measured 
at the off-center plane 

of this complex flow field. Two vertical planes, one near the 
centerline and the other off the center, along with one hori­
zontal cut at mid-height 0 / 7 / = 0.5) of the step are presented 
in Figs. 7 and 8. Figure 7(a) shows the vertical velocity field 
measured at a off-center plane located at z/W-Q.25. The 
vector-marks represent both the magnitudes and directions of 
the in-plane velocity components. The dashed line indicates 
the approximate location of the separating streamline as es­
timated based upon the time-averaged velocity profiles. At this 
section the flow field resembles the classical recirculation zone 
of a two-dimensional backward-facing step. Strong reversing 
flow, as high as 15 percent of the free-stream velocity, can be 
observed at specific locations inside the bubble. 

The time-averaged velocity vectors plot taken at the center 
section [Fig. 1(b)], however, indicates a much more compli­
cated flow structure. Near the corner of the step, there is a 
time-averaged counter-clockwise rotating eddy, which is the 
result of a secondary separation. This secondary recirculation 
region appears to be present only near the center region, see 
Fig. 1(b). The exact size of this region is about 2 steps down­
stream of the step, which can be identified from the surface 
velocity measurement, see Fig. 5. It can also be seen from Figs. 
7 and 8 that the centerline region of the bubble is very quiet, 
in a time-averaged sense, as compared to the off-center regions. 
Based upon the instantaneous record, the centerline velocity 
is not as low as its time-averaged value would indicate, yet, it 
is still significantly lower than it off-center counterpart. This 
suggests that the three-dimensional separation bubble is vir­
tually divided into two by a nearly motionless section along 
the centerline Time averaged velocity and turbulence intensity 

Fig. 10 Topological sketch of the three-dimensional separation region 

profiles of the off-center section, Fig. 8, are measured at several 
streamwise stations; these profiles resemble the two-dimen­
sional cases. 

Figure 9, the top plane view of the separation zone, measured 
at y/H=0.5, reveals a very complex flow pattern; from which 
three distinct regions can be defined. First of all, one counter-
rotating vortex pair can be recognized near the center. These 
two vortices are induced by the shear layer, which reattaches 
prematurely near the center and penetrates the horizontal 
measuring plane at these regions. Flow visualization is per­
formed by injecting dye through holes located at the trailing 
edge of the step. Based upon the visualization, the vortical 
structures of the reattaching shear layer are observed to deform 
backward and downward first near the center plane, redirecting 
vorticity into the transverse (y) and streamwise (x) directions. 
The orientation of one of the distorted vortical structures in 
the reattaching shear layer is illustrated in Fig. 10. The vorticity 
redistribution spreads toward the wall and greatly increases 
the spanwise entrainment near the center of the step. Conse­
quently, the separated shear layer reattaches earlier near the 
centerline as shown in Fig. 6. Strong spanwise movement is 
induced as fluid is entrained from the neighboring regions 
toward the center. The maximum spanwise velocity component 
is of the same order as the streamwise velocity component at 
that particular location, which is about 8 percent of the free 
stream velocity. Strong spanwise velocity also has been ob­
served in a small aspect ratio rectangular sudden expansion by 

' Hertzberg and Ho (1992). In that flow, the high level of span-
wise flow obviates formation of a recirculation zone after the 
step and therefore has a zero reattachment length. 

The off-center regions which are located almost symmetri­
cally away from the centerline are responsible for recirculating 
most of the entrained fluid upstream inside the separation zone; 
this is consistent with the observations made from the vertical 
section velocity vector plot, Fig. 1(a). Most of the recirculating 
fluid moves backward and upward and was entrained again 
by the shear layer. A small portion of the fluid, however, 
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accumulates in the corner region near the centerline, forming 
the secondary flow region. This region is located closest to the 
step, see Fig. 8, which is also a comparatively quiet region 
compared to others. Typical time mean velocity is of the order 
of 3-7 millimeters per second, that is approximately 2.5-6 
percent of the freestream velocity, within this quiet region. 

4 Conclusions 
A laser Doppler anemometer was used to measure the flow 

field behind a small aspect ratio backward-facing step; the 
incoming free stream-flow was two-dimensional. A time scale 
about 25 times longer than the period of the instability waves 
of the separating shear layer was detected throughout the entire 
separation region. Extensive measurements of the three ve­
locity components indicate that the flow inside the separation 
region is highly three-dimensional: First of all, the mean reat­
tachment line is highly distorted across the span with the short­
est reattachment position locates along the centerline and is 
about 20 percent shorter. Secondly, strong spanwise movement 
that is of the same order of magnitude as compared to the 
local streamwise velocity component is induced inside the re­
circulation region. 
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Flow in a Channel With 
Longitudinal Ribs 
The laminar, viscous flow between parallel plates with evenly spaced longitudinal 
ribs is solved by an eigenfunction expansion and point-match method. The ribs on 
both plates may be symmetrically placed or staggered. For a given pressure gradient, 
the mean velocity is plotted as a function of the geometric parameters. We find the 
wetted perimeter and the friction factor—Reynolds number product are unsuitable 
parameters for the flow through ducts of complex geometry. 

Introduction 
The flow in ducts is a basic topic in fluid mechanics. Steady, 

parallel, laminar, fully developed, constant property flow has 
been solved for a variety of cross sections (Blevins, 1984; Shah 
and Bhatti, 1987). This paper studies the flow between parallel 
plates which have longitudinal ribs. Such ribs may serve as 
strengtheners or may be conduits or heating elements. 

We shall use an eigenfunction expansion and point-match 
method. The earliest use of this method for parallel flow in a 
nonregular boundary was perhaps due to Sparrow and Loef f ler 
(1959) although for certain geometries such a method may not 
be suitable (Sparrow, 1966). See Shah and London (1978) for 
a review. 

On the other hand, complex regions may be decomposed 
into contiguous simpler sub-regions. The solutions to each sub-
region can then be matched along their common boundary. 
The idea, in one dimension, is similar to using cubic splines 
to determine the shape of a constrained elastic rod. The earliest 
use of patching solutions of two dimensional regions seems to 
be due to Weil (1951) who studied the Stokes flow into a gap. 
Other applications include the works of Zarling (1976), Chen 
(1980), Trogdon and Joseph (1982). The matching processes 
used, however, were somewhat complicated. 

The combination of using eigenfunction expansions for sep­
arate sub-regions and using simple point-match along the 
boundary is well suited for the present problem. As we shall 
see later, the algorithm is simple and highly efficient. 

Formulation 
Figure \{a, b) shows the cross sections of channels with ribs 

on both plates. The ribs are evenly spaced either symmetrically 
or staggered. We normalize all lengths by the half period H. 
Due to symmetry only the L shaped regions in Fig. l(c, d) 
need to be considered. 

axial pressure gradient and /z is the viscosity. The governing 
equation for velocity w is the Poisson equation 

V w= - 1 (1) 
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The L shaped regions are further sub-divided into two rectan­
gular pieces I and II. For the symmetric case (Fig. 1(c)) the 
boundary conditions are 

"2 wi\x,")=0, y - ' ( x , 0) = 0, J^(°>y)=0 (2) 

« , a 

w/(c, y)=0, - - b<y<~ (3) 

w„l*^-6J=o, ~f(*,o) = o, d-^d,y) = o (4) 
Also both wj and wH and their derivatives match on their 
common boundary at x = c. For the staggered case (Fig. 1 {d)) 
the boundary conditions are 

w,(x,a)=0, w,(x,0) = 0, w,(0,y) = w,(0,a-y) (5) 

wi[c--,y)=0, a-b<y<a (6) 

w„(x,a-b)=0, w„(x, 0) = 0, ^\\>y)=0 (7) 

In addition, velocities and its derivatives should match at 
x=c-\/2. 

Symmetric Case 
We construct the following solutions which satisfy Eqs. (1), 

(2), (4) 

^=\(^-y2) + I > „ c o s ( a , 1 y ) ( e a " ( * - c > + e-«»(Jf+c> (8) 

Let the velocity be normalized by H G/fx where G is the wn — ~. 

Y^BmCOs(l3„y)(e Pm(x-2 + c) + e "'" (x-c)\ 

Here A„, Bm are constant coefficients and 

•K {2m-\)ir 

a„ = (2n-l)-, A ^ - ^ f 

(9) 

(10) 

The other boundary conditions are Eq. (3) and 
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Fig. 2 Velocity along a mixed boundary (Fig. 3, at x = 0.5). left: W = 20, 
right: W = 40. 

w,(c,y) = wn{c,y), 0<y<--b 

dwj dwn a 
-T1(c,y)=—M(c,y), Q<y<--b 
ox ox 2 

We choose N points along the boundary at x = c 

yi=(i-\)a/{2N), i=\ N 

and truncate A„ to TV terms and Bm to M terms where 

M=lnt[N(l-lb/a)] + l 

Equations (3), (11), (12) become 

(11) 

(12) 

(13) 

(14) 

5>- .cos(« B y 1 - ) ( l+e- 2 "» c ) 

a 
2 V " 4 

M 

yf—r), i = M+ltoN (15) 

2^Bcos(a„y,)(l +e-2a«I) - 2 f i ' " c 0 s t f W > 
I 

x ( l + e - 2 / 3 ' " ( ' - c ) ) = - ( 6 2 - ^ ) / = l t o M (16) 

YiA„a„cos(aji)(l -e~2a"c) 
i 

M 

+ 2 5m/3„, cos (/3„^ ,•) (1 - e -2ft„(l-c) ) = 0 , ;=1 t o M (17) 

The linear system of M+N equations and M+N unknowns 
are solved for A„ and B,„. The accuracy of the solution depends 
on the number of points N. Figure 2 shows the velocity dis­
tribution along the boundary &tx=c (a= 1, b = 0.25, c = 0.5). 
The error in w is less than 2 percent (as compared to the exact 
no-slip condition for 0 .5<^<1) for N=10 and decreases to 
1 percent for iV=40. Convergence is fairly fast. The corre-

Fig. 1 (a, b) symmetric and staggered fins, (c, d) the corresponding sponding constant velocity lines are shown in Fig. 3. 
computational regions. The mean velocity is integrated analytically: 

a 

A„ 
b 

B,„ 
c 

c„ 
D„ 

/•Re 

= normalized distance between 
plates 

= constant coefficients 
= normalized height of ribs 
= constant coefficients 
= 1 - normalized width of ribs 
= constant coefficients 
= hydraulic diameter 
= friction factor—Reynolds 

number product 

G = 
H = 

; = 
m = 
M = 
n = 
N = 
u = 
v = 

axial pressure gradient 
half period of ribs 
integer index 
integer index 
integer 
integer index 
integer 
normalized mean velocity 
normalized mean velocity 

v' = dimensional mean velocity 
w = normalized velocity 
x = Cartesian axis 
y = Cartesian axis 
z = y - a/1 

a„ = eigenvalue Eq. (10) 
Pm = eigenvalue Eq. (10) or Eq. (23) 
y„ = eigenvalue Eq. (23) 
li = viscosity 

234/Vol . 116, JUNE 1994 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 3 Constant velocity lines fora=1, b = 0.25, c = 0.5 

N 

YjA"C0S 

1 
««U',—; 

EC«si 
s in [ l _ e -T „ (2c- l ) j 7« LV;—; 

1 
^ / (^/ - a), / = M + 1 to 27V (26) 

/v 

2]/I „ cos «« y,- [l+e~"»<2c_1)] 

• 2 C" sir in yt 
[ l_ e -Tn(2c-D] 

-2B»'sin('3"i'''-)(1+e" 20.„<l-c) ) = - y J ' / , /'= 1 toAf 

(27) 

v = 
-b(l-c) 

c /ifl/2 p 1 r,a/2-b 

I wrdydx + \ I wIrdydx 
0^0 ^c ^0 

2 - W - c ) 
24 

[c«3 + ( l -c)(«-27>)3 ] 

LiSs(->r'(i-.--
5„ 

V (i8")' 
: (- l ) f f l + , [ l - e -20.,,(l-c)- (18) 

Staggered Case 

The staggered case is slightly more complicated. We note 
that the solution to Region I, Fig. 1(d), has polar symmetry 
such that 

w,(x, Z) = w,(-x, -z) (19) 

where 

z=y- (20) 

Guided by the boundary conditions, the following solutions 
are constructed 

+ J]C„sm(y„z)[e^x-c+U2)-e-y'>{x+c-U2)] (21) 

!>„«„ cos ot„\y, ' 2 

E c"^"si 
sin 

[l_e-«H<2c-0] 

[ l + e -7„ (2c- l ) ] 
yniyi 

+ £)B„A„s in( /3 ,^ , ) ( l -e -^ '» ( 1 - c ) )=0 , / = l t o M (28) 
I 

There are 2N+Mequations and 2N+Munknowns. The mean 
velocity is then 

c-|j«3 + (l-c)(«-6)3 1 

j-«i-c) 
(1 
[12 

N j( - iV'+'/d 
+ E .2 " [ l -e - " " ' 2 ^" ] 

I a» 

M 

+ £ J U 1 i in[l-e-2g»-('-c)]} (29) 

Results and Discussion 

The conventional parameter to quantify flow rate is the 
friction factor—Reynolds number product 

GD\ 2[a-2b(\-c)]2 

/ R e = 
2/xy' (\+b)2v 

(30) 

-0_,(jr-c+l/2)i + 2^s in( f t , l y)[e ' 3 ' «^ + c - 3 / 2 » + e 

Here A„, C„, Bm are to be determined and 

, S 7 T 7T W77T 
a« = ( 2 n - l ) - , 7„ = 2 « - , /3,„ = -

cr a ff-o 

Similarly, 27V points are chosen along x = c 

yi=ia/(2N+\) 

M=\rA[2N(\~b/a)} 

The algebraic equations to be solved are obtained from the 
conditions along the common boundary: 

(22) 

(23) 

(24) 

(25) 

Here Dh is the hydraulic diameter equal to 4 (area)/(wetted 
perimeter). Since the presence of ribs greatly affects both flow 
rate and wetted perimeter, we find / R e , as defined, is an 
unsuitable parameter since the results would be unwieldy. This 
fact was also noted by Sparrow and Chukaev (1980) who used 
finite differences to solve the flow between a ribbed plate and 
a flat plate. In our results we shall quantify flow rate by the 
mean velocity normalized by the distance between the plates 

M=ia/7FG7T? (31) 

Figure 4 shows the mean velocity u for the symmetric case. 
When the ribs are absent (6 = 0), « = 0.08333, from Eq. (30) 
/ R e = 24 for the flow between parallel flat plates. When b/ 
a = 0.5, opposite ribs touch and our results agree with published 
results of the flow through rectangular conduits. The mean 
velocity increases slightly when b is close to 0.5o is due to the 
elimination of the almost stagnant cross-sectional region be­
tween opposite ribs. The total flow still decreases with increased 
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b/a 

Fig. 4(c) 

Fig. 4 Mean velocity for the symmetric case (a) a = 0.5, (b) a = 1, 
(c)a = 2. 
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b. Of interest is the c= 1 case where the ribs become thin fins. 
The c = 0 (all fin) case is equivalent to a narrower channel 
without fins. 

Figure 5 shows the results for the staggered case where the 
ribs can reach the opposite plate (b = a) and thus c is limited 
to the range of 0.5 to 1. For the same values of a, b, c the 
staggered case yields lower flow than the symmetric case. The 
dependence of flow with phase shift (which changes neither 
cross sectional area nor wetted perimeter) was also noted by 
Wang (1976) for two plates with small wavy corrugations. 

Conclusions 
Our method used here is quite advantageous in comparison 

to direct numerical integration. The number of computations 
is less than the square root of that of finite differences. Also 
the double integral for flow can be evaluated analytically, 
eliminating another source of error. The method is simple 
enough such that other results, for values of the parameters 
not presented here, can be easily computed. 

We find the cross-sectional area and the wetted perimeter 
alone could not have defined the flow rate. The use of/Re as 
the dependent variable is also unsuitable (compare Fig. 3.42 
of Shah and Bhatti, 1987). We advocate using the normalized 
mean velocity to quantify the flow through a duct with complex 
geometry. 
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Turbulent Flow Past a Surface-
Mounted Two-Dimensional Rib 
The ability of the nonlinear k-e turbulence model to predict the flow in a separated 
duct flow past a wall-mounted, two-dimensional rib was assessed through compar­
isons with the standard k-e model and experimental results. Improved predictions 
of the streamwise turbulence intensity and the mean streamwise velocities near the 
high-speed edge of the separated shear layer and in the flow downstream of reat­
tachment were obtained with the nonlinear model. More realistic predictions of the 
production and dissipation of the turbulent kinetic energy near reattachment were 
also obtained. Otherwise, the performance of the two models was comparable, with 
both models performing quite well in the core flow regions and close to reattachment 
and both models performing poorly in the separated and shear-layer regions close 
to the rib. 

Introduction 
Ribs are frequently used to increase the heat transfer in 

turbulent duct flows by increasing the heat transfer area (fin 
effect) and by disturbing the laminar sublayer (roughness ef­
fect). The focus of the present investigation is on the roughness 
effect or, in particular, the flow behavior for a flow past a 
two-dimensional rib mounted on the bottom wall of a rectan­
gular duct. 

Numerous experimental studies have been conducted to un­
derstand the flow phenomena associated with flows past two-
dimensional ribs. Castro (1979), Bergeles and Athanassiadis 
(1983), Antoniou and Bergeles (1988), Durst and Rastogi (1980), 
Tropea and Gackstatter (1985), Liou and Kao (1988) and Pha-
taraphruk and Logan (1979) are representative of such studies. 

A number of numerical studies have also been performed 
in order to predict the flow behavior in flows past two-di­
mensional ribs. Typical numerical studies with the linear k-e 
model (Launder and Spalding, 1974) are: Durst and Rastogi 
(1980), Benodekar et al. (1985), Chung et al. (1987), Park and 
Chung (1989), Lee et al. (1988) and Leschziner and Rodi (1981). 

The linear k-e model is based on the Boussinesq approxi­
mation of the Reynolds stresses. The Boussinesq approxima­
tion does not account for the nonisotropic behavior of the 
turbulent stresses. Using flow past a backward-facing step as 
a test case, Thangam and Speziale (1991) found that inaccur­
acies in the Reynolds stresses, incurred by neglecting noniso­
tropic effects, play a strong role when trying to predict separated 
flow behavior. They also found that the nonlinear k-e model, 
that includes higher order terms representing nonisotropic ef­
fects (Speziale, 1987), yields good predictions for backstep 
flows. Improved predictions of separated flows past backsteps 
using the nonlinear k-e model have also been obtained by 
Speziale and Ngo (1988) and Thangam and Hur (1991). 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division, 
January 2, 1993; revised manuscript received September 7, 1993. Associate 
Technical Editor: T. T. Huang. 

As far as these authors know, no attempts have been made 
to apply the nonlinear k-e model to flows past two-dimen­
sional, surface-mounted ribs. Rather, as just pointed out, the 
application of the nonlinear model has been confined to rel­
atively simple flow geometries, such as flows past backsteps, 
where only a single separation region exists. Flows past two-
dimensional ribs possess two recirculation regions and, in this 
respect, are more complex than flows past backsteps. 

The main objectives of the present investigation are to obtain 
detailed laser-Doppler measurements of the flow in the up­
stream and downstream recirculation regions of a separated 
duct flow past a wall-mounted, two-dimensional rib and to 
evaluate the ability of the nonlinear k-e model to predict the 
flow behavior. The performance of the nonlinear model will 
be assessed through comparisons with the predictions of the 
standard k-e model and with the results of the experiments of 
the present investigation and those of Antoniou and Bergeles 
(1988) and Castro (1979). Comparisons between the two models 
and the experimental data of this study will demonstrate 
the ability of the two models to predict the flow behavior 
in the upstream and downstream recirculation regions, while 
the comparisons involving the studies of Antoniou and Bergeles 
(1988) and Castro (1979) will demonstrate the ability of the 
two models to predict the flow behavior downstream of reat­
tachment. 

The Experimental Setup and Procedure 
' The test section is shown in Fig. 1. It was 101.6-cm long, 
30-cm wide, and 6.1-cm high and was placed 40 hydraulic 
diameters downstream of the inlet. Air was drawn into the 
development duct through a 5.25-to-l contraction section con­
taining a honeycomb baffle and four screens. Laser-Doppler 
velocity measurements of the flow at the exit of the contraction 
section (i.e., the development duct inlet) confirmed a virtually 
uniform velocity profile. A 6.35-mm x 6.35-mm square steel 
rib was mounted on the lower wall, just downstream of the 
inlet to the test section, using double-sided tape. 
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y, v 

I 
Rib <- x, u 

Fig. 1 Elevation view of test section 

Table 1 
studies 

Flow parameters and references for different case 

Case Reference 
V0 

(m/s) h (mm) H (mm) <5„ 
I Antoniou and 15 

Bergeles (1988) 
II Castro (1979) 3.1 
III Present study 3.6 

20 

25 
6.35 

230 

647 
61 

0.7h 

5h 
3.3h 

Inlet/Outlet 
prescribed at 

-4.5h/ + 40h 

- 34/ + 60h 
-15h/ + 30h 

The flow measurements were performed using a conven­
tional two-color DANTEC fiber-optic LDV system operating 
in the back-scatter mode. Each measurement consisted of 2000 
samples at each location, recorded at sampling rate that varied 
from 25 samples/s in the near-wall recirculating region to 1500 
samples/s at the outer edge of the shear layer. Measurements 
for samples sizes ranging from 2000 to 10,000 were performed 
at various locations with less than a one-percent difference in 
the mean and rms values. As recommended by Driver and 
Seegmiller (1982, 1985), the mean velocities and Reynolds 
stresses were obtained by ensemble averaging without bias 
correction. The uncertainties were calculated to a 95 percent 
confidence level (Kline and McClintock, 1953; Rood and Tel-
ionis, 1991) and were ±3.5 percent and ± 3 percent for the 
mean u- and v-velocities, ± 5 and ± 4.5 percent for the 
streamwise and cross-stream turbulence intensities, and ± 8 
percent for the turbulent shear stress. 

The flow measurements of the present study were taken 
primarily at axial locations ranging from 1.4 rib heights up­
stream of the rib to 7.1 rib heights downstream of the rib; 
although limited measurements were also made between 7.1 
to 13.4 rib heights downstream of the rib. These measurements, 
together with the corresponding model predictions Of this study, 
will be referred to as Case III. Downstream of reattachment, 
the measurements reported by Antoniou and Bergeles (1988) 
and Castro (1979) were used in the comparisons with the model 
predictions of this study. The measurements of Antoniou and 
Bergeles (1988) and the associated model predictions will be 
referred to as Case I, while the measurements of Castro (1979) 
and the associated model predictions will be referred to as Case 
II. In both cases, a hot-wire anemometer was used, and the 
measurements were confined to the region downstream of reat­
tachment. The experimental parameters for Cases I, II, and 
III are listed in Table 1. 

The Standard k-e Model. The standard k-e model (Laun­
der and Spalding, 1974) is based on the Boussinesq approxi­
mation: 

r,j = -pUjUj = -•- pkbjj + ix, 
dUj dUj 

dxj dXj 
(1) 

It involves solving the modeled k and e equations along with 
the continuity and momentum equations. The equations ex­
pressing continuity and momentum are given by 

dll; „ , dll; dp d (dU: du\ 6V,-.-
-r2 ±= 0 and puJ-

1=--f- +[i— —'• + -*)+-M (2) 
dXj dxj dXj OXj \dXj OXjJ dXj 

The modeled momentum equations for the standard k-e model 
(Launder and Spalding, 1974), obtained by adopting the Bous­
sinesq approximation are 

pu 
dU, 

1 dx-
dp* d 

OXj OXj 
faff 

where Su.= 
dXj 

Hi 3x 
(3) 

The modified pressure term p* and the effective viscosity fiet! 

are defined as 

* 2 k2 

p =p + -pk, nc[f = ii + n„ M/ = CflP — (4) 
3 e 

The modeled transport equations for turbulent kinetic energy 
and dissipation (k and e) are expressed as 

dk_ 

dX: dXi 
+ fi,G — pe; piij -

de 
*j ™j \°k OXj) ' r " '~ '•-'•"' dXj 

d Ax, de 

dXj \<re dXjj 

In Eq. (5), the production of kinetic energy P{ = ix,G) is 
2 / . , \ 2\ 

~ T~ I + Cm,G •c2P- (5) 

Hi G = Tjj 
dxl 

•f-t 
'dv 

du dv 
+ [Yy + Yx (6) 

To account for the near-wall effects in the standard k-e 
model, wall functions are used (Launder and Spalding, 1974). 
This requires the first interior grid point to be at a distance of 
y+ > 11.5 from the wall and requires modifying the diffusion 
coefficient at the wall to satisfy the law-of-the-wall relation­
ship. The near-wall dissipation value is prescribed from equi* 
librium as e <= C^ /4 ki/2/0Ay, and the wall gradient of k is set 
to zero. 

The Nonlinear k-t Model. The nonlinear &-e model of 
Speziale (1987) retains the tensorially invariant eddy viscosity 
of the standard k-e model and adds the second-order deriv­
atives of the streamwise and cross-stream velocities to the Bous­
sinesq approximation to account for the nonisotropic behavior 
in the turbulent stresses. These extra second-order terms are 
incorporated as source terms in the momentum equations and 
in the k and e transport equations. 

For two-dimensional, separated flows, the individual corn-

Nomenclature 

C\, C2, CM = turbulence model constants; Ct = 1.44, 
C2= 1.92, C„ = 0.09 

CD = nonlinear turbulence model constant, 
C f l=1.68 

D = hydraulic diameter, D= 101.6 mm 
h, H = rib height, channel height 

k = turbulent kinetic energy 
P = production of kinetic energy, /n,G (Eq. (7)) 
p = pressure 

u. 

v, 

M 

Ok 

yy< 

u 
u0 
V 

XR 

e 
Pi 

P 
o-£ 

rxy 

mean and fluctuating streamwise velocities 
free-stream velocity 
mean and fluctuating cross-stream velocities 
reattachment length 
dissipation of kinetic energy 
viscosity, turbulent viscosity 
density 
turbulence model constants, o>= 1.0, oe= 1.3 
turbulent stresses 
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ponents of the stress terms in the nonlinear model (Speziale, 
1987) can be written in Cartesian coordinates as 

'pk + lpC^-^ + ACopCl 
e dx 

L (OH 
12 [dy 

du dv\ 5 

6 \dy"dx) + I 2 \dx 

dv 
+ 'i (7) 

2 k2 dv , k3 

-pk + 2p C M - —+ 4 CD pCl~2 

,-P C. 

dv 

12 \dx 

du dv 

du dv\ 5 1 

6 \dy dx 

dy + -j+4CDpC^ 

du 

du dv 

dy dy 

12 \dy 

du dv 

+ h (8) 

dx dx 
(9) 

where 

d ( du\ d ( du\ d ( dv\ d I dv\ 
t^Yx\UYx)+Vy\VYx)'h = Yx[UTy)+Yy\VYyy 

1 du dv\\ d 
h = Tx\U2\Yy + Vx))+Yy 

1 du dv\ . ,tns 
V-2\Yy + Yx)^ (10) 

If the nonlinear approximations for the turbulent stresses are 
substituted into Eq. (2), the resulting equations will have the 
same form as in the standard k-e model, but with more com­
plicated expressions for the source terms in the x-momentum 
and ^-momentum equations and for the turbulence production 
term. Near-wall effects are handled, as in the standard k-e 
model, through the use of wall functions. 

The inclusion of the terms t\, t2, and t3 in Eqs. (7), (8), and 
(9) in the nonlinear model resulted in convergence difficulties. 
Speziale and Ngo (1988) observed that dropping these terms 
had "a relatively small effect on the turbulent stress intensity." 
In the present study, a 5.4-percent decrease was noted in the 
predicted recirculation length by neglecting these terms and 
no significant changes in the rms velocity fluctuations (less 
than 1 percent) were observed. Therefore, for the results pre­
sented in this paper, / ] , t2, and t3 are dropped from Eqs. (7), 
(8), and (9), respectively. 

Boundary Conditions. Measured inlet boundary condi­
tions were provided for all three cases. The inlet and outlet 
positions relative to the rib are given in Table 1. For Cases I 
and III, the measured inlet conditions fit the following profile: 

u ^ ^5-6 if ^/5„< 1 and y/6u>' 

j-=lifl£,y/8uz(Z-l\ (11) 

where the boundary layer thickness 5„ and the channel height 
H are given in Table 1 for the respective cases. The specified 
velocity profile fit the measured profiles to within 5 percent 
for Case III. 

Of the three flows presented by Castro (1979), the flow 
characterized as F2L was selected because most of the data 
presented are for this case. The upstream profile is prescribed 
at 34 rib heights upstream of the rib from the data given for 
turbulent fully developed smooth duct flow. 

The inlet e profiles for the three cases were specified as 
e = kU5/H. For Cases II and III, the measured k profiles were 
used directly. However, for Case I, the measured fluctuations 

in u were available only at locations downstream of the rib, 
where the fluctuations were significantly higher than at the 
inlet. Therefore, the inlet value of k was prescribed as 10 
percent of the measured u'2 at 25 rib heights downstream of 
the rib, and e was calculated from these values. 

At the outlet, zero gradient flow conditions were specified 
for all quantities. No-slip conditions for the velocity and the 
wall conditions for the turbulence quantities were specified at 
all of the boundary surfaces, including the rib surfaces. 

Computational Details 

Numerical Scheme. The numerical solutions were obtained 
using the control-volume based formulation of Patankar (1980). 
In this procedure, the domain is discretized by a series of 
control volumes, with each control volume containing a grid 
point. The differential equation is expressed in an integral 
manner over the control volume, and profile approximations 
are made in each coordinate direction, leading to a system of 
algebraic equations that can be solved in an iterative manner. 
Pressure-velocity interlinkages are handled by the SIMPLER 
formulation (Patankar, 1980). 

For a smooth approach to convergence, a box-filter (Clark 
et al., 1979) was necessary in computing the source terms for 
the nonlinear model. For a sufficiently fine mesh, as in this 
study, the box-filter does not affect the final converged results. 
The velocity field was filtered once before calculating the ve­
locity gradients that appear in the source terms. The shear 
stress terms were filtered three times before using them in the 
source or generation terms. 

More computer time was required for the nonlinear-model 
calculations than for the standard-model calculations because 
of the extra computations involved and because more iterations 
were required for convergence. For the same grid distribution, 
the nonlinear model required approximately three times the 
cpu time as the standard model. 

Grid-Independence Studies. Grid-independence studies 
were performed for all three cases. For Case III, results for 
grid sizes of 75x28, 175x88, and 275 x 150 were obtained. 
In all cases, the grid points were nonuniformly distributed using 
a power-law expression such that the mesh in the x- and y-
directions was packed toward the rib. The recirculation lengths 
predicted by the nonlinear model on the 175 x 88 and 275 x 150 
meshes were within 9 percent of each other, while the corre­
sponding deviation for the standard k-e model was 6 percent. 
The standard k-e model predictions for u/U0 at two locations 
for the different grid sizes are shown in Fig. 2(a). Although 
the solutions on the 175 X 88 grid appear to be grid indepen­
dent, all of the Case III solutions presented in this paper were 
obtained using the 275 X 150 grid. 

For the Cases I and II the standard k-e solutions were grid 
independent on grid sizes of 91 x 38 and 150 x 100, respectively 
(see Fig. 2(b) for Case II). The predicted reattachment lengths 
for the two grids were within 8.0 percent and 8.5 percent of 
each other for Cases I and II, respectively. The nonlinear model 
predictions were also found to be grid independent on a 
150 x 100 grid. The results presented here for Cases I and II 
were obtained using the 150 x 100 grid. 

Based on the foregoing studies, the results presented in this 
paper, for all three cases, are considered to be grid independent. 
The convergence criterion used requires that the residual of 
the mass conservation equation be less than 10 "7 for all points 
in the flowfield, and that each variable, 4>, satisfies the con­
dition: \<t>"ij+X-<t>'}j\ / l ^ m J s H T 5 . 

Results and Discussion 

Mean Velocities. Figure 3(a) compares the standard and 
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nonlinear k-e model predictions of the mean streamwise ve­
locities to the measured values. It is seen that the measurements 
at x/h = - 1.4 indicate flow separation upstream of the rib. 
Directly above the rib, the measured velocity profiles at x/ 
h= - 0.5 and x/h = 0.0 indicate a small separation region blan­
keting the rib surface and a shear layer profile above it. Down­
stream of the rib, the profiles exhibit the expected trends of 
flow separation, shear layer growth, and reattachment (reat­
tachment occurs at x/h = 6.3 ± 0.9). In the recirculation re­
gion, u/U0 reaches values up to 0.3. These observations are 
consistent with the backstep flow measurements of Chan-
drsuda and Bradshaw (1981). 

Both models predict the mean streamwise velocities quite 
well, with the nonlinear model performing better directly above 
the rib and in the separated region (x/h < 3.8). Downstream 
of the flow separation, both models underpredict the magni­
tude of the velocity in the shear layer region, with the standard 
k-e model exhibiting a larger degree of underprediction. In 
both the separated and shear layer regions, the measured ve­
locity profiles recover more quickly than the predicted profiles 
between x/h = 0.4 and 3.8. Downstream of reattachment (x/ 
h>5.4), the predicted profiles appear to recover at the same 
rate as the measured values. Immediately above the rib (x/ 
h= - 0 . 5 , 0.0), the predicted shear layer is thicker than meas­
ured shear layer. Moreover, the predictions do not show flow 
separation above the rib, but this is expected since the use of 
a high-Re turbulence model precludes the use of a fine mesh 
close to the wall (y+ < 11.5). Therefore, the near-wall details 
(y+ < 11.5) are not resolved. 

The results for Case I are depicted in Fig. 3(b). Contrary to 
the experimental data, both models predict a velocity overshoot 
near the upper edge of the separated shear layer. However, 

x/h= 

-0.5 0.0 0.5 1.0 1.5 u / U o 

Fig. 3(b) 

-Q.5 0.0 0.5 1.0 1.5 u /U Q 

Fig. 3(c) 

Fig. 3 u/Ua at different streamwise locations, (a) Case III, U0 = 3.6 m/s; (b) Case I, U0 = 15 m/s; (c) Case II, t/0 = 3.1 m/s. (o experimental data, 
standard k-e model, • • • nonlinear model), (uncertainty in u/U0 in Case III: ± 3.5 percent; Uncertainty in y/h and x/h= ±1.1 percent). 
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the degree of overshoot is considerably less for the nonlinear 
model with the overshoot being virtually nonexistent at x/ 
h — 20. At x/h =15, the predictions and the measurements close 
to the wall (y/h<2) are in good agreement, and the respective 
model predictions are identical. As x/h increases, the measured 
values for y/h < 2 appear to recover at a slightly faster rate 
than the model predictions. 

An examination of the results for Case II (Fig. 3(c)) reveals 
no evidence of a velocity overshoot. This is because, compared 
to Case I, the mean velocity and the associated gradients are 
lower and the boundary layer is significantly larger than the 
rib height. The predictions of the respective models are virtually 
identical to one another and are in excellent agreement with 
the experimental data. 

Castro (1979) (Case II) compared his measurements with 
those for a fully developed smooth duct flow and concluded 
that in the near-wall region, the velocity recovers to the un­
disturbed profile. However, the velocity defect on the high-
velocity side of the shear layer persists beyond x/h = 50. The 

x/h=<-1.4 -0.5 0.0 0.4 
6 

0.00 0.75 1.50 v/Uo 

x/h= 0.6 2.2 3.8 5,4 7.1 

Fig. 4 v/U0 at different streamwise locations. Case III, U0 = 3.6 m/s (o 
experimental data, - — — - standard k-e model, • • • nonlinear model). 
(Uncertainty in V/U0: ± 3 percent; Uncertainty in y/h and x/h= ±1.1 per­
cent). 

agreement between the present predictions and the measure­
ments demonstrates that both models predict the velocity defect 
on the high-velocity side. 

Cross-stream velocities were available for Case III only and 
are exhibited in Fig. 4. Upstream of the rib and above it the 
measurements reveal a strong positive v component and a 
curved flow deflected upward by the rib. Downstream of the 
rib, at x/h — OA and 0.6, the positive velocities belowy/h= 1 
represent the separated eddy behind the rib, while the positive 
velocities abov'e y/h — 1 represent the effect of the upward 
deflection of the flow by the rib. Although both numerical 
models underpredict the v velocity, they are generally in good 
qualitative agreement with the measurements. Note that the 
predictions of the respective models are fairly close to each 
other. 

Reattachment Lengths. The mean reattachment lengths for 
the three cases are shown in Table 2. In the present experimental 
study, reattachment occurs at xR/h = 6.3 ± 0.9, while both 
Antoniou and Bergeles (1988) and Castro (1979) report xR/h 
values Of 10 but give no indication of the measurement un­
certainty. 

In order to rationalize the just reported reattachment lengths, 
it should be emphasized that in Cases II (Castro, 1979) and 
III the rib is fully immersed in the boundary layer (8„/h = 5 
for Case II and 3.3 for Case III) and the free stream streamwise 
turbulence intensity is low. The expansion ratio for Case II is, 
however, smaller than that for Case III and the Reynolds 
number based on either h or 2H is significantly higher for Case 
II (Re2W = 25.2 x 104 for Case II and 2.8 X 104 for Case III). 
The Reynolds number effect appears to be important since xR/ 
h is greater for Case II. For Case I (Antoniou and Bergeles, 
1988), the expansion ratio is nearly the same as that for Case 
III, but 5„/h = 0.7, and the Reynolds number and the free 
stream turbulence intensities are significantly higher than for 
Cases I and II (Re2//=93 x 104, 0.4 percent freestream tur­
bulence intensity). A higher Reynolds number implies larger 
XR/h, but higher turbulence levels promote lateral turbulent 
transport and therefore reduce the reattachment length. The 
net effect appears to be that xR/h for Case I is nearly the same 
as that for Case II. 

The reattachment length predicted using the nonlinear model 
is larger than that predicted by the standard k-e model. In 
view of the uncertainty associated with the experimental values, 
it is difficult to definitively assess whether the nonlinear model 
predictions of XR/h are much better than the standard k-e 
model values. For Case II, the nonlinear model predicts a 
reattachment length closer to the experimental value. However, 
for Case III, the standard-model prediction is within the ex­
perimental uncertainty, while the nonlinear prediction lies just 
outside the uncertainty band. 

For flow past backsteps, it is generally agreed that the stand­
ard k-e model underpredicts the reattachment length. The 
standard k-e predictions of the present study are consistent 
with this observation. The nonlinear k-e model predictions of 
Speziale and Ngo (1988), for flow past backsteps, gave reat­
tachment lengths larger than the standard k-e values, thus 
improving upon the predicted value of xR/h. 

Turbulent Stresses. The streamwise turbulence intensity re­
sults for Case III are shown in Fig. 5(a). Clearly, in the vicinity 

' of the separation upstream of the rib, the measured turbulence 
levels are substantially higher than in the free stream, with the 

Table 2 Measured and predicted reattachment lengths (xR/h) 
Experiment 

Case Study (xR/h) 
I (Antoniou and Bergeles, 1988) 10 
II (Castro, 1979) 10 
III (Present work) 6.3±0.9 

Standard k-e Nonlinear model 
(xR/h) (xR/h) 

9.4 10.9 
7.8 9.0 
5.9 7.5 
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Fig. 5 (u'2/ '2/(/0 at different streamwise locations, (a) Case III, U0 = 3.6 m/s; (6) Case I, W0 = 15 m/s; (c) Case II, U0 = 3.1 m/s (o experimental 

data, standard fc-e model, • • • nonlinear model.) (Uncertainty in (u'2)1,2/U0 in Case III: ± 5 percent, Uncertainty in y/h and x/h= ±1.1 
percent). 

near-wall values reaching 0.25, about 2.5 times the free-stream 
values. The upward deflection of the flow by the rib leads to 
higher velocity gradients (du/dy, dv/dy, and du/dx) and thus 
to a higher production of turbulence. 

Directly above the rib, the measured turbulence levels are 
further enhanced, with the streamwise intensity reaching a 
value of nearly four times the free-stream value. This increase 
in the peak intensity is significant and noteworthy. It can be 
explained by noting that along y/h = 1, as the flow approaches 
the rib, the no-slip constraint along the rib face leads to high 
values of du/dx and du/dy. Since the two largest terms in the 
expression for the production of turbulence are proportional 
to du/dx and du/dy, the turbulence levels are significantly 
enhanced in the region directly above the rib. 

Downstream of the rib, as the flow separates, the peak values 
decay, and the locus of the peak droops downward with the 
shear layer toward reattachment. Just downstream of sepa­
ration (x/h<0.6), the profiles show a sharp peak in the shear 
layer and a flat profile in the recirculation region. With in­
creasing x/h, the turbulence is diffused; the profiles become 
more uniform; and the peak turbulence level decays. 

The general features of the aforedescribed observations are 
consistent with those for backstep flows (Chandrsuda and 
Bradshaw, 1981) and a flow through a pair of ribs (Liou and . 
Kao, 1988). However, in these studies, the intensities increase 
in the initial part of the separated shear layer, but in the present 
measurements, the maximum streamwise turbulence intensity 
occurs directly above the rib. 

Comparisons of the model predictions with the experiments 
show that the peak values are significantly underpredicted in 
the vicinity of the rib. However, further downstream of sep­
aration (x/h>3.8), the predictions agree quite satisfactorily 
with the measured values. The nonlinear model predicts higher 
streamwise turbulence intensities than the standard k-e model 
and, in general, shows better agreement with the measured 
data than the standard k-e model. For x/h < 0.0, the nonlinear 
model displays a concavity in the intensity profile near y/ 
h = 3.5. For a backstep flow, Thangam and Speziale (1991) 
observed similar behavior. 

The streamwise turbulence intensities for Case I and II are 
shown in Figs. 5(b) and c, respectively. In both cases, the 
nonlinear-model predictions are generally in good agreement 
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Fig. 6 (v'2)1,2;y0 at different streamwise locations, (a) Case III, l/0 = 3.6 
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experimental data, 

k-e model, • • • nonlinear model). (Uncertainty in -u'v'Ul in Case III: ± 
8 percent; Uncertainty in y/h and x/h ± 1.1 percent). 

with the data. They show distinct improvements compared to 
the standard k-e model predictions in the recovery region. In 
examining Antoniou and Bergeles' (1988) data (Fig. 5(b)), it 
is seen that the standard k-e model underpredicts the measured 
values in the inner boundary layer region and overpredicts the 
measured values in the outer-layer regions (y/h > 4.5). For Case 
II, the standard k-e model underpredicts the measured values, 
particularly in the inner-layer region. 

The cross-stream turbulence intensity ((v'2)[/2/U0) profiles 
for Case III are shown in Fig. 6(a). First, it is observed that 
the measured cross-stream intensities are significantly smaller 
than the measured streamwise intensities, particularly in the 
near-rib region (-1.4 < x/h < 2.2), indicating the noniso-
tropic nature of the separated shear layer. Downstream of 
reattachment (x/h > 5.4), the cross-stream and streamwise 

intensities become more comparable, with the respective peaks 
aXx/h = 7A being 0.18 and 0.23. 

As for backstep flows, the maximum cross-stream intensity 
occurs downstream of the flow separation, not above the rib 
as observed in the measurements of the streamwise intensity. 
The explanation for this must invariably depend on the re­
spective production terms for u' 
+ u'v'du/dy] and 2[v'2 dv/dy 

and v , that is 2[w du/dx 
+ u'v'dv/dx], respectively. 

The former peaks above the rib, while the latter peaks down­
stream of it. 

In the near-rib region (-1.4 < x/h < 0.6), the agreement 
between the predictions and measurements is less than satis­
factory. However, directly above the rib, the nonlinear model 
predictions are in better qualitative agreement with the data. 
Immediately downstream of separation (0.4 < x/h < 0.6), 
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Fig. 8 Turbulent kinetic energy balances at different streamwise lo­
cations for Case III. (Uncertainty in balance terms = ±12 percent). 

the predicted turbulent intensities are smaller than the meas­
ured values. 

Figure 6(b) shows cross-stream intensities for Case II. Cross-
stream intensities have not been reported for Case I, and as 
seen in Fig. 6(b), only limited turbulent intensity data are 
available for Case II. The standard k-e model predictions for 
(v'2)W2 are close to («'2)1 /2 , as expected, since the model re­
duces to (jp2)1'2 = (v72)"2 for fully developed flows. The meas­
ured data and the nonlinear k-e model predictions indicate 
that (v'2)in < (u72)1'2, reflecting the nonisotropic nature of 
the flow and the nonlinear model. In general, the nonlinear-
model predictions agree better with the experimental data shown 
in Fig. 6(b) than the standard-model predictions. 

Turbulent shear stress results for Case III are presented in 
are consistent with the Fig. 7(a). The measured values of v'v' 

trends for (v'2)W2, i.e., the shear stress peaks downstream of 
the separation, as observed for backstep flows. In the recir­
culation region, x/h = 0.4 and 0.6, the u'v' values are small, 
but with increasing x/h, both convection and diffusion lead 
to more uniform profiles. 

For x/h < 0 and y/h > 2, the standard k-e predictions are 
somewhat better than the nonlinear model predictions which 
show a concavity in the profile. Thangam and Speziale (1991) 
observed similar behavior in their nonlinear-model predictions 
of a flow past a backward facing step and argued that such 
behavior is consistent with experimental observations. How-
ever, the present experiments do not show a concavity in 
the u'v' profile. The peaks at locations downstream of the 

rib are underpredicted by both the models, with the nonlinear 
model performing slightly better. 

No experimental data are available for Case I. However, 
comparisons between the predictions and measurements for 
Case II in Fig. 1(b) show that both models overpredict the 
measured values up to x/h = 32, beyond which the agreement 
is quite satisfactory. 

Kinetic Energy Balances. The measured and predicted val­
ues of the various terms-in the kinetic energy balance equation 
are shown in Fig. 8. The production of k can be calculated 
directly from the measured values of TydUj/dXj. Assuming 
v/^=\/2 (u'2 + v'2), k can be approximated as 3/4 (u'2 + 
v'2) and the turbulent diffusion w'1/2 q2 and v'\/2 q2 can be 
approximated as 3/4 (u'3 + u'v'2) and 3/4 (t>'3 + u'2v'), re­
spectively. The pressure diffusion is usually neglected. The 
dissipation, e, is then the only unknown and is calculated from 
the balance equation. 

In the separation region (x/h = 2.2), the production and dis­
sipation terms are significant, but the turbulent diffusion term 
is also fairly large, with both positive and negative values. The 
convection, by comparison, is relatively small. Due to the 
significant contribution of the diffusion term, the turbulence 
in the separation region is not in equilibrium. In the vicinity 
of reattachment, the magnitude of the various terms decrease, 
but note that the turbulent diffusion is still quite significant. 
Downstream of the separated region, the turbulent diffusion 
terms decrease. However, even at x/h =13.4, in the central 
part of the boundary layer (0.5 <y/h<l.5), the diffusion 
terms are as large as the dissipation terms. Clearly, the as­
sumption of turbulence equilibrium, even well downstream of 
reattachment, is questionable. 

The predictions show that both the models underpredict the 
dissipation, the production, and the diffusion in the separated 
region. While there is a significant reduction in the measured 
quantities between x/h = 2.2 and x/h = 5.4, the predictions have 
a proportionately smaller reduction in the derived quantities. 
Far downstream of the rib (x/h = 13.4), the predictions and 
the measurements show a reduction in all the components of 
the turbulent kinetic energy balance. At this location (x/ 
/? = 13.4), the predictions agree quite well with the measured 
production of the turbulent kinetic energy, but the dissipation 
and diffusion are still underpredicted. 

Conclusions 
The ability of the nonlinear k-e turbulence model to predict 

the duct flow past a wall-mounted, two-dimensional rib was 
assessed through comparisons with the standard k-e turbulence 
model and the experimental flow results of this study (Case 
III) as well as the flow measurements of Antoniou and Bergeles 
(1988) (Case I) and Castro (1979) (Case II). The use of the 
nonlinear model resulted in improved predictions of the mean 
velocities near the upper edge of the shear layer of Case I. It 
also resulted in considerable improvements in the prediction 
of the streamwise turbulence intensity for all cases and gave 
improved predictions of the production and dissipation of the 
turbulent kinetic energy near reattachment. Otherwise, the per­
formance of the two models was comparable, with both models 
performing quite well in the core flow region and close to 
reattachment, and both models performing poorly in the sep­
arated and shear-layer regions close to the rib. Both models 
grossly underpredicted the production, dissipation, and dif­
fusion components in the recirculating region, but downstream 
of reattachment, they predicted the components of the tur­
bulent kinetic energy reasonably well. The measurements dem­
onstrated that the turbulence was far from equilibrium in the 
recirculation and shear layer regions, with nonequilibrium con­
ditions persisting at least as far as 7 rib heights downstream 
of reattachment. 

Journal of Fluids Engineering JUNE 1994, Vol. 116/245 

Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Acknowledgment 
This work was supported by a grant from the National 

Science Foundation (CTS-8800736) and the Cornell Super-
computing Facility and under a contract with the Gas Research 
Institute (5090-260-1961). Their support is gratefully acknowl­
edged. 

References 
Antoniou, J., and Bergeles, G., 1988, "Development of the Reattachment 

Flow Behind Surface-Mounted Two-Dimensional Prisms," ASME JOURNAL OF 
FLUIDS ENGINEERING, Vol. 110, pp. 127-133. 

Benodekar, R. W., Goddard, A. J. H., Gosman, A. D., and Issa, R. I., 1985, 
"Numerical Prediction of Turbulent Flow Over Surface-Mounted Ribs," AIAA 
Journal, Vol. 23, No. 3, pp. 359-366. 

Bergeles, G., and Athanassiadis, N., 1983,''The Flow Past a Surface-Mounted 
Obstacle," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 105, pp. 461-463. 

Castro, I. P., 1979, "Relaxing Wakes Behind Surface-Mounted Obstacles in 
Rough Wall Boundary Layers," Journal of Fluid Mechanics, Vol. 93, pp. 631-
659. 

Chandrsuda, C , and Bradshaw, P., 1981, "Turbulence Structure of a Reat­
taching Mixing Layer," Journal of Fluid Mechanics, Vol. 110, pp. 171-194. 

Chung, M. K., Park, S. W., and Kim, K. C , 1987, "Curvature Effect on 
Third-Order Velocity Correlations and Its Model Representation, Physics of 
Fluids, Vol. 30, No. 3, pp. 626-628. 

Clark, R. A., Ferziger, J. H., and Reynolds, W. C , 1979, "Evaluation of 
Subgrid-Scale Models Using an Accurately Simulated Turbulent Flow," Journal 
of Fluid Mechanics, Vol. 91, Part 1, pp. 1-16. 

Driver, D. M., and Seegmiller, H. L., 1985, "Features of a Reattaching 
Turbulent Shear Layer in Divergent Channel Flow," AIAA Journal, Vol. 23, 
No. 2, pp. 163-171. 

Driver, D. M., and Seegmiller, H. L., 1982, "Features of a Reattching Tur­
bulent Shear Layer Subject to an Adverse Pressure Gradient," AIAA/ASME 
3rd Joint Thermophysics, Fluids, Plasma and Heat Transfer Conference, June 
7-11, St. Louis, MO. 

Durst, F., and Rastogi, A. K., 1980, "Turbulent Flow over Two-Dimensional 
Fences," Turbulent Shear Flows 2, Bradbury etal.,eds., Berlin, Springer-Verlag, 
pp. 218-231. 

Kline, S. J., andMcClintock, F. A., 1953, "Describing Uncertainties in Single-
Sample Experiments," Mechanical Engineering, Vol. 75, pp. 3-8. 

Launder, B. E., and Spalding, D. B., 1974, "The Numerical Computation 
of Turbulent Flows," Computer Methods in Applied Mechanics and Engineer­
ing, Vol. 3, 1974, pp. 269-289. 

Lee, B. K„ Cho, N. H., and Choi, Y. D., 1988, "Analysis of Periodically 
Fully Developed Turbulent Flow and Heat Transfer by k-e Equation Model in 
Artificially Roughened Annulus," International Journal of Heat and Mass 
Transfer, Vol. 31, No. 9, pp. 1797-1806. 

Leschziner, M. A., and Rodi, W., 1981, "Calculation of Annular and Twin 
Parallel Jets Using Various Discretization Schemes and Turbulence Model Var­
iations," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 103, pp. 352-360. 

Liou, T. M., and Kao, C. F., 1988, "Symmetric and Asymmetric Turbulent 
Flows in a Rectangular Duct with a Pair of Ribs," ASME JOURNAL OF FLUIDS 
ENGINEERING, Vol. 110, pp. 373-379. 

Park, S. W., and Chung, M. K., 1989, "Curvature-Dependent Two-Equation 
Model for Prediction of Turbulent Recirculating Flows," AIAA Journal, Vol. 
27, pp. 340-344. 

Patankar, S. V., 1980, Numerical Heal Transfer and Fluid Flow, Hemisphere 
Publishing Corporation, pg. 133. 

Phataraphruk, P., and Logan, E., Jr., 1979, "Turbulent Pipe Flow Past a 
Rectangular Roughness Element," Turbulent Boundary Layers, Weber, H. E., 
ed., ASME. 

Rood, E. P., and Telionis, D. P., 1991, "Journal of Fluids Engineering Policy 
on Reporting Uncertainties in Experimental Measurements and Results," ASME 
JOURNAL OF FLUIDS ENGINEERING, Vol. 113, pp. 313-314. 

Speziale, C.G., 1987, "On Nonlinear k-1 and k-e Models of Turbulence," 
Journal of Fluid Mechanics, Vol. 178, pp. 459-475. 

Speziale, C. G., and Ngo, T., 1988, "Numerical Solution of Turbulent Flow 
Past a Backward facing Step using a Nonlinear k-e Model," International Jour­
nal of Engineering Sciences, Vol. 26,pp. 1099-1112. 

Thangam, S., and Hur, N., 1991,"A Highly-Resolved Numerical Study of 
Turbulent Separated Flow Past a Backward-Facing Step," International Journal 
of Engineering Services, Vol. 29, pp. 607-615. 

Thangam, S., and Speziale, C. G., 1991, "Turbulent Separated Flow Past a 
Backward-Facing Step: A Critical Evaluation of Two-Equation Turbulence 
Models," NASA Contractor Report, ICASE Report No. 91-23. 

Tropea, C. D., and Gackstatter, R., 1985, "The Flow Over Two-Dimensional 
Surface-Mounted Obstacles at Low Reynolds Numbers," ASME JOURNAL OF 
FLUIDS ENGINEERING, Vol. 107, pp. 489-494. 

246/Vol . 116, JUNE 1994 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J. K. Keska 

R. D. Fernando 

J. Keska Consultants, 
P.O. Box 573, 

Richland, WA 99352 

Average Physical Parameters in an 
Air-Water Two-Phase Flow in a 
Small, Square-Sectioned Channel 
This experimental study focuses on an adiabatic two-phase air-water flow generated 
in a small, horizontal, 6.35 mm square channel. Pressure and temperature were near 
standard conditions. Experimental data and correlations available in the literature, 
generally, do not consider the full range of concentration, small cross-sectional areas 
and direct physical parameters, such as concentration (void fraction) and/or phase 
velocities. Based on the direct measurement of in-situ spatial concentration (in a 
full range of concentrations, including gas and liquid phases only), and flow-pattern 
determination, the experimental data from the study are compared with data from 
the literature and with prediction by the generally accepted Lockhart-Martinelli's 
and Chen's models. Spatial concentration measurements were made with a computer-
based system developed and built by the authors. Pressure drop over a length of 
the channel was also measured with pressure transducers. These measurements were 
made for a variety of flow conditions which encompassed bubble, slug, plug, and 
annular flow regimes. Flow patterns were established, and both mean and fluctuating 
components of the concentration measurements were used to objectively identify 
the flow patterns. These results, together with visual enhanced observation {stro­
boscope) supplemented with a high-speed CCD camera recording enhanced with 
dye injection, were used to obtain flow-pattern maps and compared with the lit­
erature. Spatial concentration is shown to be a key physical parameter in describing 
the state of the mixture in two-phase flow. 

Introduction 
Despite the numerous theoretical and experimental inves­

tigations on gas-liquid pipe flow, no reliable correlations be­
tween the frictional pressure gradient, spatial concentration, 
phase velocities, and flow pattern are available, mainly as result 
of the large number of variables involved and significant lim­
itations and difficulties in measurement. Also, only a few stud­
ies have been concerned with small, horizontal, rectangular 
channels, which are of interest in heat exchanger design. Even 
fewer studies have reported in-situ measurements of spatial 
concentration and the velocities of the phases. 

Current development of micromechanical devices, which in­
cludes micro-heat exchangers with rectangular or square chan­
nels that are easier to manufacture, are of interest in this study. 
Although numerous results exist in the engineering literature 
pertaining to two-phase flow in large-diameter channels, the 
size, geometry, and experimental approach (measurement tech­
niques used and physical parameters) are significantly different 
in this investigation. 

Therefore, any experimental results of two-phase flow in 
small channels, with precisely described experimental condi-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 20, 1992; revised manuscript received September 8, 1993. Associate Tech­
nical Editor: T. T. Huang 

tions and in-situ measured physical parameters (spatial con­
centration or phase velocities), are especially valuable. In a 
study of a two-phase gas-liquid mixture flow for the description 
of experimental conditions, the most important parameters are 
in-situ concentration (or its complement void fraction) and in-
situ phase velocities. Measurement of either parameter allows 
the determination of the other and results in an umambiguous 
description of the experimental conditions. This requires the 
use of a concentration meter and/or a phase velocity meter. 

Also in two-phase flows, it is necessary to be able to predict 
a priori the flow pattern that will be encountered for given 
flow conditions. Hence, much experimental and theoretical 
research has concentrated on this problem. Flow pattern, how­
ever, is a subjective parameter and thus various authors have 
defined flow patterns differently. In addition, the flow struc­
ture may be difficult to visualize because of the high velocity 
of a mixture and/or component flow and translucent liquid 
films. Also flow-pattern transitions may be influenced by a 
number of parameters such as channel geometry, orientation, 
flow parameters, and physical properties of the fluids. Various 
analytical, empirical and theoretical methods, which attempt 
to overcome the problems associated with flow-pattern pre­
diction, have been proposed. 

The aim of this study is to describe the flow of air-water in 
a square horizontal channel with the in-situ and physical pa-
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rameters. Of the many parameters that could be considered in 
the study, the following were selected: 

• the in-situ void fraction or spatial concentration that de­
scribes the state of the mixture 
• in-situ phase and mixture velocities that are dynamic pa­
rameters associated with the flow 
• pressure drop that is a measure of the transport energy 
consumption and that in turn is related to the dynamic and 
state parameters. 
Furthermore, the flow pattern, which is an effect resulting 
from conditions described by these in-situ parameters, is con­
sidered. In the following, the authors have presented the data 
and results in terms of the commonly used parameters in the 
literature such as superficial velocities, quality, and Lockhart-
Martinelli parameters. These are not considered as physical 
parameters within the realm of direct measurement and de­
tection; they do, however, allow comparison with data pub­
lished by others. 

pirical equations for four flow patterns for inclined two-phase 
flow of kerosene and oil. Jepson (1989) attempted to model 
only the transition to slug flow using a physical model. Lin 
and Hanratty (1987) have studied pipe diameter effects on flow 
pattern in air-water horizontal flow employing various tech­
niques in an attempt to identify the patterns and flow-pattern 
transitions accurately and less subjectively. More recently, 
Wambsganss et al. (1990 and 1991) examine flow in small 
horizontal rectangular channels. 

Based on the author's' experience, visual identification of 
flow pattern in gas-water mixtures is very complicated. At­
tempts to identify them have been ambiguous, even when tech­
niques such as using high speed CCD cameras with slow motion 
capabilities are used in parallel, thereby "freezing" the motions 
with a stroboscope and/or dye injection enhancement. To elim­
inate the subjectivity in flow-pattern identification, the authors 
used statistical methods in their study for the determination 
of the five commonly used flow patterns (Keska, 1991). These 
flow-pattern definitions follow those used by Richardson 
(1958). 

Flow-Pattern Characterization 
From a survey of the literature related to flow-pattern def­

inition and characterization, it is clear that visual flow-pattern 
definitions resulting in a flow-pattern map are ambiguous and 
vary from paper to paper (Barnea et al., 1980; Chen and 
Spedding, 1984; Lockhart and Martinelli, 1949; Mandhane et 
al., 1974; Richardson, 1958). Many different flow-map co­
ordinates have been proposed with varying numbers of flow-
pattern maps. Obviously, when flow-pattern definitions are 
used, they need to be described and defined in detail without 
ambiguity, with physical parameter definitions and standards, 
and be related to the experimental conditions in order for 
different researchers' results to be compared. 

Many empirical, deterministic and statistical methods have 
been used in attempts to identify flow-pattern transitions. Al­
most all of the literature reports on studies of two-phase flow 
pattern are for channels with large diameters. Also, most of 
the results in literature include data on such superficial pa­
rameters as gas and liquid velocities or quality. Furthermore 
these superficial parameters are geometry- and system-related, 
and at least they are a function of spatial concentration, flow 
pattern, and in-situ phase velocities. 

The work by Mandhane et al. (1974) identified six major 
flow patterns. Barnea et al. (1980) categorized five flow pat­
terns with various sub-groups. They also propose an analytical 
model for flow-pattern prediction in horizontal two-phase 
flows. In another work, Barnea et al. (1983) produced flow-
pattern maps based on the same categories for small diameter 
pipes. Mukherjee and Brill (1985) introduced a system of em-

Void Fraction (a) 
The void fraction is essential in determining the state of a 

mixture flow. Its importance is highlighted by the number of 
correlations that exist in the literature from theoretical mo­
delling, from phenomenological curve fitting, and from direct 
and indirect measurements. Mostly analytical and empirical 
models exist for void fraction prediction and mainly for well-
defined flow patterns such as annular or bubbly flow. 

Butterworth (1975) compares six models for void faction 
prediction proposed by others and comes to the conclusion 
that all are similar. However, he states that, if the flow pattern 
are taken into consideration when applying the models, the 
results may deviate from the predicted significantly. Chen 
(1986), taking the generalized form of the Butterworth equa­
tion, gives a simplified form for annular flow. 

In some reported experimental results (Butterworth, 1975; 
Chen and Spedding, 1984, Wambsganss et al., 1990 and 1991), 
void fraction is calculated using parameters such as quality 
and fluid properties. One equation that is often used is the 
Butterworth (1975) form: 

1 

\+K 
(1) 

where K,p,q, and r take on values suggested by their respective 
models, from which the above equation is formulated. It should 

Nomenclature 

A = 

Cv = 

G = 
, n = 
L = 

M = 
P = 

cross-sectional area, 
m 
in-situ volumetric spa­
tial concentration, c„ 

vw 
v„+va 

mass flux, kg/m2s 
constants 
length, m 
mass flow rate, kg/s 
pressure, kPa 

AL 

V 
V 
V 

S 

a 
p 
IX 

4>,X 

pressure gradient 
kPa/m 
flow rate, mVs 
volume, m3 

velocity, m/s 
slip ratio 
mass quality 
void fraction 
density, kg/m3 
dynamic viscosity, 
kg/m s 
Lockhart-Martinelli 
parameters 

Subscripts 
g 

m 
L 
s 
V 

w 
I, II, III 

1,2, . . . , i 

= gas 
= mixture 
= liquid 
= superficial 
= volumetric 
= water 
= first, second 

type 
= 1st, 2nd, . . 

component c 

third 

/th 
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be noted that this equation does not take the flow regime into 
consideration. 

The Lockhart and Martinelli (L-M) correlation is obtained 
by substituting K = 0.28, p = 0.64, <?= 0.36, and r = 0.07. 
Hence, 

1 

1+0.28 
PL 

or 
1 

l+X* 

(2) 

(3) 

expressed in terms of the Lockhart-Martinelli parameter X. 
Chen and Spedding (1984) in their further examination of the 
void fraction correlations have incorporated an empirical pa­
rameter k to account for the deviation of the experimental 
data from the idealized annular flow model on which Eq. (3) 
is based. The modified equation is 

(4) 
k + Xz 

Slip Ratio 
The in-situ slip ratio is important in determining the dynamic 

condition of a mixture flow because of the physical and in­
dependent character of the components. A single correlation 
by itself does not predict the slip ratio satisfactorily. The But-
terworth form of the Lockhart-Martinelli (1949) correlation is 

Ys. 
vL PL 

(5) 

This has been shown to hold for most flow regimes by Spedding 
et al. (1986). Chen and Spedding (1984) have analyzed the 
general form of the Butterworth equation (empirical) and re­
lated it to the various flow patterns by substituting different 
values for the equation constants. The proposed correlations 
are presented in graphical form for horizontal air-water data 
in a 45.5 mm diameter pipe. They also claim that their cor­
relations give good agreement with experimental data of others 
for pipes ranging from 25 mm to 52.5 mm diameters (5 sizes). 

Pressure Drop 

The main contributor to the pressure drop in adiabatic hor­
izontal pipe flow is friction. This is the main assumption used 
in many of the commonly published analytical solutions. How­
ever, in two-phase flow, factors like the phase distribution, 
stratification, and degree of wetting also effect pressure drop. 
Lockhart and Martinelli (1949) were the first to suggest cor­
relations for pressure drop in their 1949 paper. Subsequently, 
many authors have used these same correlations with modi­
fications. The pressure drop in general is a function of a num­
ber of parameters including density, spatial concentration, 
temperature, phase velocities, channel dimensions and flow 
pattern. The Lockhart and Martinelli correlation introduces 
the parameters X and <j> as a means of correlating the pressure 
drop data. These are related as follows: 

(AP/AL)„, 

" (AP/AL)L 
(6) 

X 
a {AP/AL)L U, 

(AP/AL)g 
(8) 

Richardson (1958) in his thesis expresses the parameter X in 
terms of the quality and phase constituents thus: 

0.875 / \ 0.5 / \ 0.125 
' HL) 

X= 
PL H 

(9) 

Various researchers, such as Butterworth, Chen and Sped­
ding, have adopted the L-M model and tested it against ex­
perimental data. While deviations exist, they have found that 
those deviations are acceptable. The limitations in the L-M 
correlations are due to neglecting the flow pattern and to the 
interaction and acceleration between the phases. 

Experimental Apparatus 
Experimental data was obtained by the authors for a two-

phase flow of air-water mixture generated in a horizontal open 
loop flow test apparatus as shown on Fig. 1. The flow channel 
(12 in the figure) is square sectioned. The input parameters 
are measured at the entrance and the phases mixed in a cham­
ber. The flow occurs through the channel where differential 
pressure is measured. The flow then passes through a capacitive 
sensor system and finally exits with phase separation. 

The flow channel (12), shown in Fig. 1, is constructed from 
a square sectioned transparent acrylic tube and has internal 
dimensions of 6.35 mm. Two pressure taps are set 0.86 m apart 
on top of the channel. A mixing chamber (7) is fitted to the 
entrance end of the channel to intimately mix the air and water. 
The flow rates are controlled at a metering panel (2.5). 

The capacitive sensor system (10) contains the capacitive 
sensors for the computer-based capacitive concentration meter. 
The body of the system is machined from a block of acrylic 
plastic. Two sensors (each consisting of 2 plates) are mounted 
in this channel flush with the walls, in non-intrusive contact 
with the mixture flow. In normal orientation, these sensors 
form type I and type III capacitors. 

The instrumentation for the capacitive sensor system is based 
on capacitance meters (13) and consists of two separate sys­
tems. Each system consists of a primary electronic part con­
nected to the sensor and secondary electronics (18) where the 
signal is conditioned and amplified to give an analog signal 
proportional to the capacitance of a sensor. The static and 
differential pressures between the two taps on the flow channel 
are measured using electrical pressure transducers (8 and 9), 
which provide an analog voltage signal proportional to pres­
sure. All signals in the form of time traces are acquired and 
stored using a computer-based data acquisition system (DAS) 
(20). 

Analog signals from the capacitive sensor system and pres­
sure transducers are digitized using a 12 bit A/D converter 
installed in the IBM PC compatible system. The capacitance 
of a type I capacitive sensor bears a linear relationship with 
the volumetric spatial concentration (Keska, 1990). Thus cal­
ibration may easily be performed in-situ. The type III sensor 
bears a non-linear relationship with the film thickness, and 
this sensor must be calibrated separately. More details on ca­
pacitive sensors and their principles of operation are in many 
publications by Keska (1976, 1981, 1990, 1991). The flow pat­
tern is observed visually with the help of a stroboscope (19) 
to "freeze" the motion. An air-driven dye injection system 
(17) is also used for flow-pattern observation enhancement in 
certain cases. A CCD camera system (15,16) was used to record 
the flow pattern and the video record was analyzed in slow 
motion. 

(AP/AL)m 

' (AP/AL)g 
(7) 

Results and Discussion 

A large quantity of data was generated in this experimental 
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Fig. 1 Experimental apparatus for two-phase flow used in experiments 

study. Various flow conditions defined by the inlet air and 
water flow rates were set; then spatial concentration, pressure 
drop, static pressure near the sensor, and film thickness were 
measured and stored in the form of time traces by the data 
acquisition system. From this large pool of experimental data, 
20 data sets, which represent most of the possible flow patterns, 
were chosen for detailed analysis and presentation. 

Measured and calculated parameters for these data sets are 
shown in Table 1. The results are presented in the following 
with emphasis on the time averaged values of void fraction, 
slip ratio, pressure drop, flow pattern, and RMS values. 

Flow Pattern 
Figure 2 shows how the data obtained in this study compare 

to those in the literature. This figure shows the in-situ flow 
pattern of the measured data superimposed on the flow-pattern 
maps proposed by Wambsganss et al. (1990) and Mandhane 
et al. (1974) in the superficial velocity plane. Partial qualitative 
agreement is seen with results of Wambsganss while quanti­
tative differences are observed with both. The large differences 
noticed with Mandhane may be caused by the effect of flow 
channel geometry on the flow pattern. 

Void Fraction (a) 

Many reported studies use the quality (x) as the only pa­
rameter which describes the state of the mixture. However, 
quality is a composition of the spatial concentration, phase 
velocities and densities. It is interesting at this point to examine 
the relationship between the concentration c„ = ( 1 - a ) and 
gas quality, x. From the definition for quality x, by substitut­
ing for Mg, ML, Vg, and VL we get the relation 

pgvg(l-x) 

pgvg(l-cv) 

Pgvg(l-cv) + pLvLcv 
(10) 

pgVg(l~x) + pLVLX 
(11) 

Rearranging to express c„ in terms of x we get the following 
relation 

These two equations show the interdependency of c„ and x, 
when the in-situ velocities and phase densities are known. It 
can be shown that the liquid (concentration) has little effect 
on the quality when the proportion of gas is relatively high, 
indicating that the flow may be treated as a single phase gas 
flow at high quality which is the case for annular flow. It is 
worthwhile to examine Eq. (11) for some special cases. If pg 

= pL, (equal phase densities) i.e., a homogeneous mixture, 
then 

cy= * l 7 * y (12) 
Vg{\ —x) + vLX 

which shows spatial concentration to be a function of the 
quality and in-situ velocities only. Further, if vg = vL (equal 
phase velocities) i.e., a single phase flow, or a two phase flow 
assumed to behave as a single phase flow; then we have the 
trivial solution 

C = ( l - * ) = • ( ! - « ) (13) 
where a is the void fraction. The implication of this equation 
is that the spatial concentration does not need to be determined 
if the two-phase flow is assumed to behave like a single-phase 
flow. The same dependency of x on c„ is seen when expressed 
in the Lockhart-Martinelli parameter X (Fig. 3) where the 
change in X is barely noticeable for high gas content mixture 
(90 percent of gas). 

The void fraction data obtained experimentally is also pre­
sented in Fig. 4 along with the idealized annular flow model 
as described by Chen (1986) and data of Richardson (1958) 
and Wambsganss et al. (1990). To be able to represent the 
measured data in the form of the modified Eq. (4) by best fit 
criteria, a value of k = 12 was required; and a value of k = 
2.75 was required for data of Wambsganss et al. (1990). Data 
of Richardson (1958) could not be well represented by a con­
stant k value, however. The deviations from the model (Eq. 
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Table 1 Experimental data for an air-water two-phase flow in horizontal small channel. Flow pattern: A—annular, B—bubble, P—plug, S— 
slug, AS—annular/slug. 
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16.4 
19.6 
21.4 
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5.7 
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8.7 

23.8 
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54.5 
17.9 
43.1 
33.1 
34.8 

Liquid 
[kPa/m] 
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224.6 

1.1 
5.3 
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44.3 
71.2 
63.9 
15.1 
13.6 
21.4 
9.9 

50.1 
86.7 
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87.7 
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[kPa/m] 

0.243 
0.142 
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0.052 
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0.081 
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0.079 
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0.0026 
0.0015 
0.0037 
0.0298 
0.1214 
0.0565 
0.0009 
0.0417 
0.1736 
0.0004 
0.0035 
0.0719 
0.0193 
0.0350 
0.0118 
0.0273 
0.0067 
0.0711 

Lockh art-Mar tinclli 
Parameters 

K 
5.40 
3.85 
1.78 
1.68 
2.14 
4.37 
10.43 
6.51 
1.42 
4.27 
10.37 
1.30 
2.28 
7.56 
3.65 
5.87 
3.11 
5.25 
2.73 
8.54 

h 
5.35 

12.56 
4.99 
10.64 
15.10 
8.86 
2.37 
4.38 
15.80 
7.75 
1.91 

19.60 
17.00 
3.30 

11.78 
5.31 

16.59 
7.61 

22.27 
3.32 

X 
(expt) 

0.99 
3.26 
2.80 
6.32 
7.05 
2.03 
0.23 
0.67 

11.11 
1.82 
0.18 

15.12 
7.46 
0.44 
3.23 
0.90 
5.34 
1.45 
8.15 
0.39 

X 
(Calc) 

1.13 
2.21 

10.34 
16.61 
7.68 
1.19 
0.32 
0.66 

26.80 
0.88 
0.22 

50,59 
7.92 
0.53 
1.76 
1.03 
2.73 
1.29 
4.51 
0.53 

RMS values 

"c. 

0.013 
0.030 
0.320 
0.316 
0.013 
0.046 
6.011 
0.023 
0.254 
0.063 
0.016 
0.083 
0.180 
0.016 
0.050 
0.010 
0.077 
0.020 
0.087 
0.010 

<r, 

4.933 
7.410 

0.816 
4.068 
2.818 
1.240 
1.769 
0.408 
1.316 
0.667 
0.063 
5.077 
1.637 
4.367 
3.769 
5.366 
4.285 
8.556 
1.434 1 

(4)) for the bubble/plug regions for the measured data can be 
clearly seen. These are the regions where the liquid component 
plays a major part in determining the flow pattern and thus 
affects the relationship between void fraction and quality. The 
data obtained from Richardson seems to have a similar tend­
ency; however, the values indicate differences that can be gen­
erated by different experimental conditions, void fraction 
determination, flow pattern, and other assumptions. 

Slip Ratio 

The slip ratio is defined as the ratio of the in-situ gas velocity 
to the in-situ liquid velocity. The relationship between in-situ 
water and air velocities with indications of the flow pattern 
for five discernable regions are shown graphically in Fig. 5. 
General transitions from bubble to annular flow follow the 
expected qualitative trends. Greater slip between the phases is 
more evident in the annular flow regime. Direct comparisons 
of correlations between slip ratio and void fraction with data 
in the literature are presented in Fig. 6 where for low void 
fraction the slip tends to one, indicating that the phases are 
moving with the same velocity in the cases of both Richardson 
(1958) and reported results. 

The comparisons lead to the conclusion that, while there is 
qualitative agreement in the characteristics of slip ratio vs void 
fraction obtained by Richardson (1958), Wambsganss et al. 
(1990) and reported by the authors, the qualitative differences 
are demonstrated between Wambsganss et al. and our results. 
It is speculated that the poor agreement may be attributed to 
geometry and size effects; definition dependence of slip ratio, 
which for Wambsganss et al. (1991) is defined as the ratio of 
two superficial velocities; the lack of traceability of void frac­
tion measurements and/or uncertainty estimations. 

Pressure Drop 
The obtained pressure drop data shown in Table 1 is pre-

_ j ' 1 1 1 1 1 

A-Annular SvSlug 
D-Bubblo St-SlroUricd 
P-PIug W-ffnvc 

(m/ s ) 

D Annular * Slug 
A Bubble M Annulnr/Slug 

* Plug 

Wambsgnnss Mondliana 

Fig. 2 Comparison of Mandhane et al. (1974) and Wambsganss et al. 
(1990) flow maps with experimental results. (Uncertainty in vLS = ± 0.06 
m/s and in vas = ± 0.01 m/s at 95 percent confidence level.) 

sented in Fig. 7. Boundary curves for single-phase flows, i.e., 
' with only water and only air flowing are displayed on the graph 
to show the relative positions of the two-phase data points. 
Data for these boundary curves were also obtained on the same 
experimental test rig. 

The boundary curve for water is determined by employing 
a modified form of the Darcy-Weisbach and Blasius relations, 
and combining them to obtain 

AL 
= kv" (14) 
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Fig. 3 Lockhart-Martinelli parameter versus measured spatial concen­
tration. (Uncertainty in X = ± 0.05 in spatial concentration c, = ± 0.003 
at 95 percent confidence level) 

For water, to fit the measured data well, the exponent n was 
calculated in this equation and the constant k = 3 was required. 
Hence Eq. (14) may be written as 

A/A 
3yi (15) 

The boundary curve for air is determined by fitting a cubic 
curve by the method of least squares to measured data with 
air flowing alone. The equation thus obtained is 

AL 
= (0.53u| - 9.5i4 + 50w„). 10" (16) 

The measured data is compared with data from the literature 
(Richardson 1958; Wambsganss et al., 1990) in the form of 
the Lockhart-Martinelli parameters 4>L a n d X The results com­
pare fairly well as shown in Fig. 8. 

o.oi 
Quality [-] 

Fig. A Experimental data of void fraction versus quality for the meas­
ured data and that from literature with curves obtained with Chen's 
model (Uncertainty in a = ± 0.003 and in x = ± 0.06 at 95 percent 
confidence level) 

Conclusion 
In summary, from an investigation of the average in-situ 

components of spatial concentration, film thickness, pressure 
drop and phase component, and mixture velocities, experi­
mental results were obtained using a specially constructed test 
loop with a specially developed and built computer-based con­
centration meter for an air-water mixture flow in a square 
horizontal channel. An analysis was performed on the data 
collected. Findings are as follows: 

• Enhanced techniques used for flow-pattern recognition 
allowed comparison of the detected flow patterns with 
literature indicating only partial qualitative agreement. 

• Mass quality (of the mixture) as a parameter shows a 
limitation in representing the concentration of that mix­
ture component, especially when there is a high concen­
tration of gas in the mixture. The in-situ measurement 
of spatial concentration has been shown to be a key factor 
in describing the state of the mixture in a two-phase flow. 
A general form of equation for void fraction in terms 
of mass quality found in the literature is shown to fit 
the measured data in the annular flow regions only as 
shown in Fig. 4. 

b 

> 

a 

• • & " •X a - -~~""" 

d Annulur 

X PI„B 

A Hubble * Slug 

X Annular/Slug 

~1 I I TTH 

In silu gas velocity [m/s] 
Fig. 5 Experimentally determined in-situ water velocity versus in-situ 
gas velocity with flow pattern indication (Uncertainty in vL = ± 0.06 ml 
s and in vg = ± 0.01 m/s at 95 percent confidence level) 
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Fig. 6 Slip ratio versus void fraction measured in this experiment and 
that from the literature. (Uncertainty in slip ratio = ± 0.008 and in void 
fraction = ± 0.003 at 95 percent confidence level) 
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Fig. 7 Experimental data of pressure drop versus in-situ velocity. (Un­
certainty in \PIM = ± 0.04 kPa/m and in v = ± 0.06 m/s at 95 percent 
confidence level) 

$ 

I 
-4 

a Measured * Literature 15 w Literature 18 

<=h 

;r-Vi-
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Fig. 8 Pressure drop data expressed in the Lockhart-Martinelli form for 
the experiment and literature. (Uncertainty for the measured data in both 
L-M parameters = ± 0.05 at 95 percent confidence level) 

Although qualitative agreement exists for slip velocities, 
the values obtained show differences with those from the 
literature at high void fractions, which indicates the need 
for futher investigations in this area. 
The assumptions in computing the in-situ mixture ve­
locity are shown to have a great bearing on subsequent 
estimation of other parameters associated with two-phase 
flows. 
Analysis of the pressure drop indicates that the data 
expressed in the form of Lockhart-Martinelli parameters 
correlate well with those in the literature for conditions 
close to single-phase flow. However, a loss of sensitivity 
is seen when both phases influence the flow. 
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An Improved Model for Radial 
Injection Between Corotating Disks 

Introduction 
The flow field for this problem is illustrated in Fig. 1. The 

nature of the flow structure between corotating disks was in­
vestigated by Abrahamson et al. (1989, 1991). For the case of 
a solid (or nonventilated) hub, the flow between the disks 
contains three distinct annular regions. Most important to the 
current problem is the Inner region which extends from the 
hub (whose size is typically 1/3 to 1/2 of the disk radius) out 
to 3/4 of the disk radius. The Inner region is in solid body 
motion with the disks, and contains little or no mixing. 

In an effort to eliminate the stagnant region adjacent to the 
hub, flow is introduced to the rotating cavity through a series 
of holes in the hub. The ventilation flow displaces the core 
flow radially, until all of the ventilation flow is entrained into 
the disk boundary layers and transported around the core flow. 
The radial extent of the core region affected by the ventilation 
flow is designated as the location Where the radial velocity is 
zero. The flow in radii greater than this value is not addressed 
in this paper. 

In a general paper on source-sink flows in rotating con­
tainers, Hide (1968) discussed the flow in a cylindrical, annular 
container. Hide used a linear analysis of the laminar Ekman 
layer flow to predict the extent of the radial penetration into 
the source layer. The model assumed a constant rotation rate 
in the source layer, (i.e., dug/dr= constant) and that the bound­
ary layer entrainment did not depend on the radial velocity. 
Comparing to experimental measurements in an apparatus 
where S the ratio between the interdisk spacing t, and the hub 
radius rh, was 1.8, the ratio between the source and sink radii 
was 1/4, and the Ekman number (E-v/r^Q, where Q is the 
disk rotation rate, and v is the kinematic viscosity) was in the 
range from 1.4x 10-7 to 3.4x 10~8, Hide showed fair agree­
ment between his model and the measurements. 

The problem of flow in a rotating cavity with a radial ven­
tilation flow has been studied by several investigators with 
application to cooling of rotating disks in gas turbines. The 
review article of Owen (1988) gives a good overview of a large 
number of these studies. Of particular relevance is the exper­
imental and analytical study of Owen and Pincombe (1980). 
Results were presented for two values of their ventilation flow 

- Ventilation 
Holes Jet Entry Regi 

Fig. 1 Sketch of flow in the r-z plane 

coefficient Cw (352 and 643), with an aspect ratio of 5 = 2.67, 
and Rossby numbers in the range 5<e<30. Cw is a dimen-
sionless volumetric flow rate ( = Q/vrh), and t = r\D\[E/2, 
where Q is the dimensional volumetric flow rate and D is the 
dimensionless flow coefficient used in the analysis below. The 
experimental measurements of the ventilation flow penetration 
were compared to Hide's (1968) model as well as their own 
which was based on the linear Ekman layer solution and Fall-
er's (1963) model for the azimuthal velocity at moderate Rossby 
number. This model, coupled with the assumption that the 
boundary layer begins at r — 0 was used to develop an expres­
sion for the radial penetration of ventilation flow into the core 
region between two rotating disks by matching the source flow 
rate to the total boundary layer entrainment. This model pre­
dicts their data quite well, but contains no latitude for variation 
of the axial spacing of the disks. In other words, it does not 
account for the effects of radial velocity in the core. When the 
hub radius is a significant fraction of the disk radius the as­
sumption that the boundary layer entrainment begins at r=0 
is no longer valid. The model can still be used by subtracting 
the entrainment from radii less than the hub radius. 

Chew et al. (1984) present an axisymmetric numerical cal­
culation of the flow in the same rotating cavity as Owen and 
Pincombe (1980) with Re (based on cavity radius and tip 
speed) = 2.5x 10* and 79<CW<605. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 28, 1992; revised manuscript received September 23, 1993. Associate Tech­
nical Editor: O. Baysal. 

Problem Formulation 
The objective of the following analysis is to estimate the 

radial extent of the region affected by the injected fluid as a 
function of the dimensionless parameters E, D, and S. The 
problem is cast in a cylindrical coordinate system with the z 
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Fig. 2 Comparison to experimental data, Cw = 352, 643 

axis coincident with the rotation axis of the disks. The r-z plane 
of the flowfield is sketched in Fig. 1, with streamlines indicated 
for the injected flow. It is assumed the entering fluid quickly 
mixes to provide a uniform radial flow, and at r = rh there is 
no tangential slip relative to the disks. The first assumption 
relies on the small Rossby number in the injection region so 
that Taylor-Proudman theorem (d/dz-^0) applies, and that 
axial gradients continue to be small throughout the region of 
interest. The second assumption rests on the ability of the 
geometry to provide an inflow whose angular velocity is the 
same as the disks and hub, which in turn assures a small Rossby 
number. The inflow is assumed to be axisymmetric, and fur­
ther, the boundary layers on the disks are assumed small rel­
ative to the axial separation between the disks. The flow is 
also assumed symmetric about the midplane between the disks. 

The formulation of the problem for the jet entry region is 
governed by two conservation equations: continuity and an­
gular momentum, with a model for the entrainment of fluid 
from the core between the disks into the disk boundary layers. 
These equations are derived for a cylindrical shell control vol­
ume of height t (which does not contain the disk boundary 
layers), radius r, and thickness dr. 

Equations of Motion 
The three relevant equations of motion are obtained from 

continuity, tangential momentum conservation, and model for 
boundary layer entrainment. The model used for the boundary 
layer entrainment is a composite of the entrainment from 
Greenspan (1968) and from a non-linear analysis of the bound­
ary layer on a rotating disk with still fluid away from the disk, 
done by Cochran (1934). Before proceeding further, we cast 
the equations in dimensionless form by scaling the velocities 
by rhQ, the hub tangential speed, and the lengths by the hub 
radius rh. Continuity yields 

K + 4 + 20 0 (1) 
K^dr r J J 

where the ()* indicates a dimensionless variable. S is the aspect 
ratio S=t/rh. Tangential momentum conservation yields 

dr r 
Laminar boundary layer entrainment is modeled by 

(2) 

\dr dr / 
(3) 

For notational simplicity we omit the asterisks below. 
Equations (1), (2), and (3) can be combined to form the 

simple differential equation, 
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600 

dur 1 u. 
dr \-C r \-C 

C d+r2) (4) 

where C=1.688\fE/S. Solving this equation and setting ur 
equal to zero determines the end of the jet entry region. The 
resulting equation is, 

D + 
2S2 

2S-1.688V! 
-1 .688V£/ (S -1 .688V5) 

1.688SVE 
2S-1.688V! 

rl~S = 0 (5) 

Results and Discussion 
A comparison to the data of Owen and Pincombe (1980) is 

presented in Fig. 2, which is a plot of re as a function of the 
Rossby number at two ventilation flow rates, CW=~S52 and 
643. Shown in the plot are the data points of Owen and Pin­
combe as well as their correlation, equation 4.4. For the lower 
ventilation rate, the figure shows that in terms of the number 
of data points on each curve, both the current calculation and 
their correlation perform equally well. When the ventilation 
flow coefficient is almost doubled, the current calculation gives 
better agreement with the data, probably because it accounts 
for the effects of radial velocity in the core. 

The current calculation and the model of Owen and Pin­
combe (1980) are compared to the numerical calculations of 
Chew et al. (1984) in Fig. 3. The geometry is that of Owen 
and Pincombe and the Reynolds number (based on sink radius) 
is 2.5 xlO4. In Fig. 3, the radial penetration is plotted as a 
function of the ventilation flow coefficient. Since the com­
putations do not predict a zero radial velocity in the core, re 
is determined as the location where rur is 10 percent of its value 
at the source. Shown on the plot are the current results, the 
numerical predictions of Chew et al. (1984), equation 4.4 from 
Owen and Pincombe (1980) and Hide's (1968) solution. The 
models of Owen and Pincombe (1980) and Hide (1968) do not 
allow us to compute rur so their predictions are slightly biased 
away from the computations. From the figure it is clear that 
Eq. (5) closely agrees with the numerical predictions both in 
magnitude and slope. 

The agreement between the calculations and the available 
data builds confidence in the validity of the calculations. Pro­
vided that the boundary layers are not a significant fraction 
of the disk separation, the results should apply. The von Kar-
man (1921) analysis provides a boundary layer scale of 
Vf/Q so the relative scale between the boundary layers and 
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the disk separation is \[E/S. If \[~E/S< < 1 then the results of 
the calculations are applicable and we may explore the rela­
tionship between re, Cw, and E. 

Figure 4 shows the relationship between the radial penetra­
tion and the rotation rate, at fixed S= 1.0 and parameterized 
by the ventilation flow coefficient C,„. In the figure, increases 
in the Ekman number correspond to decreases in the rotation 
rate. From the collapse of the curves at low Ekman number, 
it is apparent that the effect of C„, is minimal provided the 
rotation rate is fast enough. At low rotation rates the effect 
of increased ventilation flow is to increase the penetration 

distance, but this is only significant for extremely large Cw, 
and is probably due to the effects of the strong radial flow. 
Aside from these variations for large Cw, the figure shows re 
has a nearly exponential dependence on C„. 

Figure 5 shows the effect of S on re for various values of E 
at fixed Cw. The figure shows an exponential dependence of 
re on S which deviates slightly for the largest Ekman number 
at the smallest values of S. These values are in the range where 
\[E/S is around 0.1; the limit of the validity of the calculations. 

Conclusions 
In this paper relationships between the dimensionless radial 

penetration re of ventilation flow introduced at the hub, and 
the relevant parameters of the problem, E, S, and D (or Cw) 
for the case of laminar boundary layers on the disks were 
developed. A closed form expression was obtained, and the 
calculations were shown to agree well with experimental data. 
The radial penetration was shown to increase exponentially 
with increased S and decreased E (or increases in fl or /•„) and 
for a fixed penetration, the ventilation flow rate Cm increased 
with decreased E. 
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LDV Measurements in Separated 
Flow on an Elliptic Wing Mounted 
at an Angle of Attack on a Wall1 

The flow around a half-ellipsoid with axes ratio 12:6:1 mounted on a plane wall at 
an angle of attack of 25 ° and at a Reynolds number of 47,000 (based on the maximum 
chord) was studied using a three-dimensional LDV system. In this paper the mean 
velocity distributions in a volume enclosing the separated region and the near wake 
are described. The flow is shown to be consistent with the findings of Johnson 
(1991) based on flow visualization and related topological analysis. The flow on 
most of the pressure side was attached and laminar, while that on the suction side 
and in the wake was separated and turbulent. The region of separation had mean 
negative streamwise velocities as large as 25 percent of the freestream velocity, and 
the reversed-flow region extended up to one chord length behind the body. The 
measurements clearly reveal the complex vortex structure that arises from the three-
dimensional separation. 

Introduction 
Flow separation is an important phenomenon in fluid me­

chanics. Two-dimensional separation is straightforward and 
can be identified by the location where the surface shear stress 
vanishes. In three dimensions, however, separation points can 
become separation lines and the zero shear stress condition is 
no longer valid. Also, separation may occur by streamlines 
lifting off the surface to form a longitudinal vortex, or spiraling 
off the surface in the form of a tornado-like vortex. 

Chapman and Yates (1991) classify three-dimensional flow-
separation into primary separation, secondary separation, and 
compound separation, using concepts of topology. The to­
pological approach is based on the fact that the surface shear-
stress field comprises a continuous vector field. Within this 
shear stress field, a finite number of singular points, where 
the magnitude of shear stress is zero, may occur. The types of 
singular points occurring in the flow field and the connections 
between them constitute the topological structure of the flow. 
The above classification and studies of flow topology in three-
dimensionally separated flows have been based primarily on 
flow visualization. 

Detailed theoretical or numerical analysis and experimental 
measurements of three-dimensional flow separation are rare. 
As a first step toward understanding the structure of the flow 
associated with the frequently observed singularities of friction 
lines in separated flow over three-dimensional bodies, the flow 
around a half-ellipsoid mounted at an angle of attack on a 
horizontal wall was studied. This geometry has several advan-

'A version of this paper was presented at the Symposium on Separated Flows, 
1993 ASME Fluids Engineering Conference, Washington D.C., June 20-24, 
1993. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 19, 1992; revised manuscript received September 7, 1993. Associate 
Technical Editor: T. T. Huang. 

tages in addition to the simple mathematical representation of 
the shape and existence of exact solutions for potential flow. 
For example, both symmetric and asymmetric flows can be 
realized by a change of the angle of attack, generating a wide 
range of highly three-dimensional flows, with large-scale sep­
arations, and varied topology. The present investigation fol­
lows the comprehensive surface-flow visualization study of 
Johnson (1991) and Johnson and Patel (1993). This paper 
reports detailed three-dimensional laser-Doppler velocimeter 
(LDV) measurements of the mean-velocity field with the el­
lipsoid at an angle of attack of 25 deg, at which Johnson (1991) 
had found an array of singular points of the friction lines and 
attendant vortical structures. The measured velocity field is 
analyzed to illustrate the connection between the skin-friction 
topology on the surface, which is all that is usually observed 
in experiments, and the structure of the flow field, which is 
rarely measured in sufficient detail. Special emphasis is placed 
on the relationship between the flow topology and the phe­
nomenon of three-dimensional flow separation. 
Experimental Methods 

One-half of an ellipsoid, of axes ratio 12:6:1, was mounted 
on a plane wall, as shown in Fig. 1. This semi-ellipsoid "wing" 
had a chord of 204 mm, a span of 204 mm, and was 34 mm 
thick at the root. The plane wall was a horizontal 12.5 mm 
thick plexiglass plate that spanned the width of the wind tunnel. 
The plate had a sharp leading edge to prevent flow separation 
and a 38 mm wide strip of sandpaper was glued on it at a 
distance of 155 mm from the leading edge to trip the boundary 
layer. LDV measurements close to the wall (without the el­
lipsoid) revealed that the plate boundary layer was turbulent 
with a momentum thickness Reynolds number, Re = 400. The 
wind tunnel had a test section of 0.61 mx 0.61 mx2.44 m 
long. Measurements in the freestream indicated that the flow 
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Note: All dimensions are millimeters 

Fig. 1 Sketch of the ellipsoid on the wall 
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Fig. 2 Schematic of the LDV arrangement 

was uniform within 2 percent in the central 0.3 mx0 .3 m 
section and the freestream turbulence intensity was 3 percent. 
This rather large value is due to the fact that the tunnel does 
not have extensive flow conditioning as it is often used to study 
problems of atmospheric icing. However, the glass walls of 
the tunnel test section make it ideal for use of LDV. For the 
present study, the ellipsoid was mounted at an angle of attack 
of 25 deg, and all measurements were taken at a freestream 
velocity, £/0=3.5 m/s, which resulted in a Reynolds number 
of 47,000 based on the maximum (wing-root) chord, C=204 
mm. 

A three-dimensional LDV system with a fiber-optic probe 
was used to simultaneously measure the three velocity com­
ponents. A schematic of the system is shown in Fig. 2. The 
LDV system was based on a 5-Watt argon-ion laser that was 
operated in the multiline mode. An external color separator 
was used to split the beam into the green (514.5 nm), blue (488 
nm), and violet (476.5 nm) lines. Each of the green, blue, and 
violet lines was split into two beams, one of which was fre­
quency shifted by passage through a Bragg cell. The six beams 
were transmitted to the probe through fiber-optic cables. The 
green and blue beams were in the horizontal plane and the 
violet in the vertical plane. The optical axes of the green and 
blue beams were at +10.5 and - 10.5 deg, respectively, to the 
axis of the probe. Thus, the two orthogonal velocity compo­

nents in the horizontal plane could be computed from the 
velocities measured in the blue and green systems, while the 
vertical velocities were measured directly by the violet system. 

The fringe spacings were 5.35, 5.48, and 5.77 microns, re­
spectively, on the green, blue, and violet systems. The fringe 
spacings and the angular transformations needed to resolve 
the two velocity components in the horizontal plane were ver­
ified by measuring the edge velocity of a plexiglass disc that 
was rotated at a known speed. The measurements using the 
LDV system were within'2 percent of the velocities computed 
using the disc rpm and the disc radius. The individual mea­
suring volumes were 0 .5x0 .5x3 mm. However, the actual 
measuring volume was smaller, since coincident measurements 
were made in the region crossed by all the three systems and 
since off-axis collection was used. The actual measuring vol­
ume was estimated to be 0 .5x0.5x0.8 mm. The scattered 
light from the crossing point was collected in backscatter by 
the same lens that focussed the beams. Since reversed flows 
needed to be measured, a frequency shift of 1 MHz was used 
on the green and blue systems, and 0.5 MHz was used on the 
violet system. 

The signals were processed using a burst counter (TSI Model 
1980). These were operated in the continuous mode and were 
digitally interfaced to a Gateway 2000 personal computer using 
TSI MI 990 interface and FIND software. Coincidence of 
signals from the three channels was ensured by verifying that 
the measurements from each system (green, blue or violet) 
occurred within 100 microseconds of each other. The mea­
surements were number averaged (10,000 measurements in the 
separated region and 5000 measurements at other locations) 
and refined by eliminating all measurements that occurred 
outside ± 3 standard deviations. Coincident data rates varied 
between 50 and 75 Hz in the separated region and were higher 
(150-250 Hz) in the freestream. 

Water drops, generated by an ultrasonic humidifier, were 
used as the seeding particles. They were injected in the tunnel 
just downstream of the screens. A small amount of ethylene 
glycol added to the water prevented the water from evaporating 
and helped the drops to maintain their size. Measurements in 
the freestream indicated that the injecting device had negligible 
effect on the flow at the measurement location. Drop-size 
measurements using electron microscopy indicated a nominal 
diameter of 4 to 6 microns. Calculations showed that the ter­
minal velocity of water drops of this size in air was 0.75 mm/ 
s; since the flow displayed significant vertical velocities on the 
order of 0.1 to 0.3 m/s, the terminal velocity of the water 
drops did not add any significant error to the measured flow 
velocities. Frequency analysis of the governing equation of 
motion of the water drops illustrated that the drops could 
faithfully follow sinusoidal motions with frequencies up to 5 
kHz; therefore, the drops were able to resolve most of the 
frequencies in the turbulent flow. 

Experimental uncertainties in the velocity measurements were 
4 percent for the streamwise component, 6 percent for the on-
axis or transverse component when velocities were larger than 
25 percent of the freestream velocity and 30 percent when the 
transverse velocities were smaller, and 5 percent for the vertical 
component. The uncertainties were large for the on-axis com­
ponent when this velocity component was small since it was 
calculated by subtracting two large quantities. Increasing the 
angle between the optical axes of the green and blue systems 
would have helped to reduce this uncertainty. However, that 
would have resulted in an increase in the overall size of the 
probe and would have rendered its traverse unmanageable. It 
turns out that most of the interesting flow features were ob­
served at locations with significant transverse velocities; there­
fore this did not pose a serious constraint. 

The probe was mounted on a mechanical three-dimensional 
traverse that was capable of movement up to 200 mm in each 
direction. However, the region of interest was longer, partic-
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Fig.4(b) Topological map of flow at ZIG = 0.02
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Fig. 3(a) Oil·flow photograph of the limiting streamlines at the wall

Fig. 3(b) Close·up 01 the flow on the wall on the suction side

ularly in the streamwise and vertical directions. To enable
measurements in these regions, the wall on which the ellipsoid
was mounted was supported by six legs whose heights could
be varied. Also the wall could be moved as a whole in the
streamwise direction in steps of 150 mm. Thus, measurements
could be obtained from the wall till 25 mm beyond the tip of
the ellipsoid in the vertical direction, and from 50 mm in front
of the leading edge till 200 mm behind the trailing edge in the
streamwise direction. Positioning accuracies were better than
2 mm. Velocity measurements were initially made on the suc­
tion side. The ellipsoid was then rotated and mounted at an
angle of attack of - 25 deg so that velocities on the pressure
side could be measured. The velocities measured at the common
locations (ahead of the leading edge and behind the trailing
edge), after rotation of the ellipsoid, agreed with the measured
velocities before rotation within the uncertainties stated above.
Thus, it was possible to complete a comprehensive set of ve­
locity measurements in a volume surrounding the ellipsoid.

Results
In the following discussion, Cartesian coordinates (X, Y,

Z), with the origin at the centroid of the parent ellipsoid, X
along the tunnel axis, Y parallel to the bottom plane, and Z
measured from the plane toward the wing tip, are used. The
corresponding mean-velocity components are denoted (U, V,
W). The maximum wing chord C and the tunnel freestream
velocity Ua are used to normalize the lengths and velocities,
respectively. To the extent possible, the observed topological
features are described in terms of the 'pictorial dictionary' of
flow features compiled by Perry and Steiner (1987).

From flow visualizations at the same Reynolds number,
Johnson (1991) concluded that, at an angle of attack of 25
deg, the flow over the entire suction side was separated. The
flow was highly three-dimensional and became turbulent on
the suction side and in the wake. In an effort to understand
the salient features of the flow, mean flow patterns in the
constant Z planes (at different heights) and in the constant X
planes (at different sections in the streamwise direction) are
discussed sequentially. Presentation and discussion of the tur­
bulence measurements is deferred to a later paper.

Mean Flow Patterns at Various Heights from the Wall
(Z =Constant). Figure 3(a) shows an oil-flow photograph
taken by Johnson (1991) of the limiting streamlines (friction
lines) at the wall; a close-up view of the flow on the suction
side is provided in Fig. 3(b). The present LDV measurements
in a horizontal plane at a height of 3 mm (Z = .02) and their
topological interpretation are shown in Fig. 4. This was the
closest distance to the wall at which measurements could be
obtained with reasonable signal-to-noise ratio. The vertical
velocity could not be measured at this location, however, since
one of the beams was blocked by the wall. It is clear that the
LDV data confirm the observed surface-flow pattern. The flow
around the leading edge could not be resolved by the LDV
data partly due to inaccessibility of the pressure side to the
laser beams in the present arrangement.

The measurements shown in Fig. 4 indicate no reverse flow
on the pressure side. The separation (low friction and oil ac­
cumulation) line in the plane, wrapped around the body, which
is seen in the photographs of Figs. 3(a) and 3(b), now appears
as shear layers (regions of large velocity gradients) on the
pressure and suction sides. These shear layers envelop a re­
versed flow region on the suction side. At the trailing edge,
the flow from the pressure side is deflected toward the suction
side, feeding the reversed flow region. From a preliminary
look at the flow pattern in Fig. 4, it appears that there is a
recirculating region in the suction side which would indicate
the presence of a focus. However, careful examination of the
velocity vectors and the flow visualization results (Figs. 3(a)
and 3(b)) indicate only a line of flow convergence SN' that
lies roughly parallel to the freestream. A wall streamline or
friction line into which friction lines converge from both sides
is called a separation line. This designation is not appropriate,
however, in the case of flow streamlines viewed in a plane.
Following Perry and Steiner (1987), a flow line with these
features is called a negative bifurcation line. The present meas­
urements are consistent with the picture of Johnson (1991). A
saddle point is observed at X"" 1.0 and Y "" 0.0. This coincides
with the one seen in the surface streamlines in Fig. 3 and
separates the flow proceeding downstream in the wake from
the flow in the shear layer towards the body. In the wake,
there is a region of relatively straight flow (with negligible
transverse velocity) downstream of the saddle.

The topological map shown in Fig. 4(b) is based on the
measured flow field and the flow visualization results, as well
as consistency with the rules that govern the number of singular
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Fig. 5(a) Mean flow pattern at ZIC = 0.13 
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Fig. 5(b) Topological map of flow at Z/C = 0.13 

points. Singular points which occur in isolation in the friction 
lines or in the flow lines viewed in a plane are termed nodes 
(N) and saddles (S), while those occurring on a body surface 
when cut by a plane are termed half-nodes (N') and half-
saddles (S'). For friction lines and streamlines on a plane 
cutting a three-dimensional body, the rule states that (see, for 
example, Tobak and Peake, 1982) 

(EN+ 1/2I,N')-(Z,S + l/2LS')= - 1 (1) 
It is seen that Fig. 4(b) is consistent with this rule. In the absence 
of any discernible focus on the suction side, this represents the 
simplest topological map of the observed flow features. There 
is a half-saddle on the pressure side where the flow attaches 
to the body, a half-node on the suction side marking the end 
of the negative bifurcation line, and a saddle point in the wake. 
However, it should be noted that the LDV measurements 
around the leading and trailing edges were not detailed enough 
to capture all of the finer features which would imply additional 
singularities in the topological map. In this respect, the map 
shown here should be regarded as the simplest possible skel­
eton. 

The flow pattern in a horizontal plane at a height of 26.5 
mm (Z = 0.13) is shown in Fig. 5. The base of the ellipsoid is 
shown by a solid line and the local section is indicated by a 
broken line. Since the two sections are not greatly different at 
this height, the broken line is not seen in the figure. The entire 
flow on the suction side is separated and the extent of the 
reversed flow region can be seen in Fig. 5. At this height, there 
is no feeding of flow from the pressure side (as seen in Fig. 
4) into the reversed flow region. Instead, reverse flow appears 
in a small region close to the trailing edge on the pressure side. 
This is in agreement with the findings of Johnson (1991), who 
located a short separation line on the pressure side to the 
trailing edge. The main saddle point on the suction side has 
moved forward and toward the pressure side at X=0.95, 
7=0.15 and the region of reversed flow has mean velocities 
as high as 25 percent of the freestream velocity. 

Figure 5(b) shows the topological map based on the measured 
velocity field. In comparison to the topology of Fig. 4(b), we 
see that several new singularities have appeared. Two foci 
(spiral nodes) centered in the separated regions on the suction 
and pressure sides and three more half-saddles can be iden­
tified. The number of singular points is consistent with Eq. 
(1). The prominent focus is associated with the negative bi-

Fig. 6(D) Topological map of flow at Z/C= 0.50 
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Fig. 7(a) Mean flow pattern at Z/C = 0.94 
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Fig. 7(b) Topological map of flow at ZIC = 0.94 

furcation line SN' of Fig. 4(b), and begins to appear in the 
velocity vectors in horizontal planes around Z = 0.06 (height 
of 12 mm). Note that this focus was absent in the measurements 
close to the wall (Fig. 4). This is consistent with the surface 
flow visualizations of Johnson (1991), whose pictures showed 
that the separation line rolled up into a spiral node attached 
to the body close to the wall. 

The flow pattern in the horizontal plane at increasing heights 
is topologically similar but the length of the reversed flow 
region becomes progressively smaller and the principal saddle 
point moves closer to the body. A qualitative change in the 
wake flow pattern is observed at Z = 0.50 (a height of 102 mm) 
as seen in Fig. 6. The topological features in Fig. 6(b) are 
essentially the same as those in Fig. 5(b), with the saddle point 
at ^==0.65, F=0.1, but there is much greater deflection of 
the wake flow from the pressure side towards the suction side. 
The flow from the suction side straightens itself in the wake 
(downstream of X" 1.0) while at sections Z<0.75, the suction 
side flow in the wake has significant transverse velocities in 
the positive Y-direction. 

The mean reversed flow region on the suction side vanishes 
at Z = 0.88. It should be emphasized that the flow is turbulent 
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Fig. 8 Mean flow pattern at X/C= - 0.44 

Y/C 

Fig. 9 Mean flow pattern at X/C= - 0.13 
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Fig. 10 Mean flow pattern at X/C = 0.06 

and even though the mean velocity close to the body appears 
to be in the downstream direction (not separated), instanta­
neous negative values of streamwise velocity (reversed flow) 
occur. The flow at a height of Z = 0.94 is shown in Fig. 7 along 
with the topological map. There is no reversed mean flow. The 
flow attaches to the wing at a half-saddle at the leading edge 
and detaches at a half-saddle at the trailing edge. There is a 
region of small velocity and large deflection angles on the 
suction side, and the flow in the wake is deflected significantly 
towards the suction side. The wake appears to be sandwiched 
between straight flows with negligible transverse velocity. 

The velocity vector plots presented and described above ob­
viously give no information about the third, vertical compo--
nent of velocity. However, it is important to keep in mind that 
the regions of reversed flow observed in each horizontal plane 
are no more than slices through a single, large, three-dimen­
sional region of separated flow, a region that starts at the 
primary separation line on the wing along the locus of the 
half-saddles on the suction side. The locus of the clockwise 
(viewed from above) spiral nodes that appear in Figs. 5 and 
6, in the vertical direction, may be thought of as the core of 
a vortex that emanates from the negative bifurcation line SN' 
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Fig. 12 Mean flow pattern at X/C = 0.44 

in Fig. 4(b) and the corresponding line of separation on the 
plane. Since this vortex arises out of flow separation, the vortex 
is diffused and the velocities associated with it are necessarily 
small. Also, it should be emphasized that the features described 
above are based on the mean velocity measurements (averaged 
over long periods) and therefore may be smeared compared 
to the instantaneous flow structure. The velocities measured 
on the pressure side of the ellipsoid agreed well with the results 
of the potential-flow calculations, except very close to the 
ellipsoid and near the trailing edge. Also, the standard devia­
tions of the velocities measured on the pressure side were com­
parable to freestream values, while those on the suction side 
and the near-wake were significantly larger than the freestream 
values. Therefore, it can be concluded that the flow on the 
pressure side was laminar. 

Mean Flow Pattern in Constant X Planes. The vertical 
velocity components are visualized by examining the velocity 
vectors in planes normal to the freestream. Some typical results 
are presented below but, in the interest of brevity, only the 
most significant aspects of the mean flow are discussed. In 
particular, we no longer consider the many and varied topo­
logical features that are present when we look at the flow in 
vertical planes cutting through the body at various streamwise 
locations. As mentioned earlier, vertical velocities could not 
be measured close to the wall due to beam-blocking by the 
wall; the nearest location to the wall at which vertical velocities 
could be measured was Z = 0.13 (a height of 26.5 mm). 

Figure 8 shows the flow in the vertical plane X= - 0.44 which 
is close to the leading edge of the wing root. Both the local 
section (solid line) and the section through the center of the 
ellipsoid (broken line) are shown. Recall that positive Y is 
toward the pressure side. A line separating the flow going 
toward the pressure side from that going towards the suction 
side is seen around Y= - 0 . 1 . The flow is deflected outward 
on both sides, the large transverse velocities on the suction side 
at locations below Z = 0.3 being associated with the flow around 
the leading edge. 
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FLOW-

Fig.18 Schematic of the flow pattern around the body

separation on the suction side and the loss of lift associated
with it.

At the next downstream station (X= 0.44, Fig. 12), which
is just ahead of the trailing edge at the wing root, a large region
of counterclockwise circulation is observed along with the
clockwise circulation similar to that seen at the previous sta­
tion. This new counterclockwise motion is presumably asso­
ciated with the vortex arising from the primary separation on
the wing, a vortex whose axis was identified with the spiral
nodes in the velocity vectors in the horizontal planes.

Further downstream, at X = 0.69 (Fig. 13) and X == 1.38 (Fig.
14), the flow from the pressure side appears to interact with
the two circulatory motions to produce one large vortical struc­
ture. The only difference between the flow in these two lo­
cations is that the vortical structure moves vertically down and
towards the suction side as it proceeds downstream. When the
flow is viewed in these sections, this vortical structure is the
prominent feature of the body wake.

Flow Synthesis. The vortex resulting from the primary sep­
aration line on the wing can be seen in Fig. 15 which shows
the flow pattern in the vertical plane Y = 0.0, parallel to the
freestream, cutting through the center of the ellipsoid. The
extent of the reversed flow region is readily seen in this figure.
Also, there is a line that separates the flow that proceeds

Fig. 17 Typical paths of particles released in the wake
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Fig. 16 Typical paths of particles released upstream of the body
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As we proceed downstream to X = - 0.13 (Fig. 9), the trans­
verse velocities on the pressure side become larger because the
flow remains attached on that side. There is some evidence of
a counterclockwise vortical structure near the tip centered
around y", - 0.05, Z '" 1.0 but the data density is not sufficient
to resolve a vortex if one is indeed present. On the suction
side, the velocity vectors near the wall reflect the presence of
the separated flow.

At X = 0.06, which is just past mid-chord (Fig. 10) the data
are qualitatively similar to those at the previous section and
again there is no hint of a tip vortex. At X = 0.25 (Fig. 11),
however, a new vortical structure, rotating in the clockwise
sense and centered around Y""0.04, Z"'0.85, is observed. In
his flow visualizations, Johnson (1991) observed a prominent
spiral node on the suction side on the body surface near the
up and the trailing edge, and it was suggested that, in the
neighborhood of the wing, the reversed flow rolled up into a
vortex attached to the body at this node (much like a tornado).
It is possible that the clockwise rotation observed in the velocity
field is associated with that separation node. The lack of a
well organized, tightly wound, tip vortex in the present case,
in spite of the high incidence angle, is attributed to the massive
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vertically down, turns upstream and moves back towards to 
the body, from the flow that is deflected downward and then 
moves in the downstream direction. Roughly speaking, this 
line is the locus of the saddle points seen in Figs. 4, 5, and 6. 
In other words, the curved line that joins the actual saddle 
points would have a similar feature. 

From the mean velocity field presented in the various views 
above, a composite picture of the flow can be constructed by 
tracing particle paths. Typical particle paths released at two 
different heights on the suction side are shown in Fig. 16. In 
this figure, flow is from left to right. Some of the particles are 
deflected vertically down and back to the suction side near the 
trailing edge while others are seen to swirl around, near the 
body, in a vortex-like flow. This region of swirling flow is 
close to the location of the spiral node (below the tip and near 
the trailing edge), observed by Johnson and Patel (1993) in 
the pattern of the skin-friction lines on the body. Figure 17 
illustrates the paths of particles released in the wake toward 
the suction side. Again flow is from left to right. It is clear 
that while some particles are deflected vertically down and 
back towards the body before proceeding downstream, others 
move up and form the vortex-like region mentioned above. 
The overall flow pattern is then as shown in Fig. 18. Close to 
the body on the suction side is a vortex BB resulting from the 
primary separation line AA, the core of which is seen as the 
nodes in Figs. 5 and 6. This vortex is attached to the wall along 
the separation line CC (SN' in Fig. 4(b)) and fed by a part of 
the reversed flow in the separation region. This vortex interacts 
with another associated with a spiral node on the body and, 
as the flow proceeds downstream, interacts with the flow from 
the pressure side, producing one large diffused vortical struc­
ture in the wake. 

Conclusions 
The flow field around a half-ellipsoid mounted on a wall at 

an angle of attack of 25 deg at a Reynolds number of 47,000 
measured using a three-dimensional LDV system was found 
to be consistent with the flow visualizations of Johnson (1991). 
The flow on the entire suction side was separated with a re-
versed-flow region extending to one-chord length behind the 
body and with mean reversed velocities as high as 25 percent 
of the freestream velocity. The primary separation line on the 
suction side of the body gave rise to a large vortex whose 
footprint was observed as a line of separation on the wall. Part 
of the reversed flow resulting from the primary separation 
moved towards the tip and interacted with another vortex 
attached to the suction side close to the trailing edge and below 

the tip in a spiral node of friction lines observed in the flow 
visualizations. The two vortices, together with the flow on the 
pressure side proceeded downstream forming one large vortical 
structure. This final vortex was found to be more diffused and 
less tightly wound than the tip vortex usually found in the 
wakes of lifting wings. A small separation zone close to the 
trailing edge was observed on the pressure side. The flow on 
the pressure side was laminar while the flow on the suction 
side and the near-wake was turbulent. 

There are a number of other observations that can be made 
from this experiment. First of all, it is interesting to note that 
significant flow features can be identified even with the mean-
velocity measurements although they may be smeared if the 
flow is unsteady. Further work is needed to quantify the un­
steady features of the flow, which are undoubtedly present. 
Secondly, it is seen that an enormous amount of data is needed 
to fully visualize the flow structure that is associated with three-
dimensional flow separation. In this regard, topological con­
cepts applied to streamlines viewed in various planes cutting 
the flow domain are of somewhat limited help. In fact, they 
display a rich array of singular points and lines, and suggest 
a level of flow complexity that is far greater than reality. 
Construction and visualization of streamlines or particle paths 
in three-dimensional views using the measured flow field may 
turn out to be better vehicles for comprehending the true ge­
ometry of motion. Finally, it is suggested that the three-di­
mensional flow field around this simple geometry be used to 
develop and test advanced numerical methods for predicting 
such flows. 
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Particle Tracking Velocimetry 
Using Laser-Beam Scanning and 
Its Application to Transient Flows 
Driven by a Rotating Disk 
A particle tracking velocimetry {PTV) system has been developed to obtain in­
stantaneous two velocity components on several sections in three-dimensional space. 
The flow visualization is conducted by means of parallel laser-light sheets created 
by a scanning laser beam and the visualized particle images are taken by a high­
speed video system synchronized with the scanning. In order to obtain higher ac­
curacy in velocity measurements than usual PTV, some improvements are made on 
the analyzing procedures: the extraction of particle images, the determination of 
their center points, the derivation of velocity components and others. The present 
PTV was applied to the transient flows in a cylindrical tank with a rotating disk. 
As a result, two-dimensional transient flow patterns with large scale disturbances 
are continuously captured in three-dimensional space. 

1 Introduction 
Simultaneous velocity measurements over a certain area or 

in three-dimensional space are of great importance to under­
stand nonuniform complicated flow patterns arising in exper­
imental models. In order to perform such measurements, 
various digital image processing techniques have been exten­
sively investigated as reviewed by Hesselink (1988). Among 
some principles to obtain velocity vectors from visualized im­
ages, particle image velocimetry (PIV) is one of the most ef­
fective techniques. PIV enables us to make accurate and high-
quality measurements in a variety of laboratory-scale flows of 
gases and liquids over a wide range of velocity (Adrian, 1991). 
This paper deals with particle tracking velocimetry (PTV), 
classified as one of the PIV techniques, which utilizes relatively 
low-density particles scattered in a fluid so that the individual 
images can be identified. The velocity measurements based on 
PTV have been conducted by Imaichi and Ohmi (1983), Ko-
bayashi et al. (1985), Chang et al. (1985), Agui and Jimenez 
(1987), Nishino et al. (1989) and many others up to the present. 

While the area measured by PTV was usually a single two-
dimensional plane visualized by slit light in the past, the area 
was expanded to three-dimensional space in recent years. Most 
of the PTV techniques applied to three-dimensional space (3D 
PTV) are based on stereoscopic visualization, which was first 
attempted by Chang and Tatterson (1983) and then improved 
by Racca and Dewey (1988), Nishino et al. (1989) and others. 
However, the identification of stereoscopically obtained par­
ticle images, as captured by multiple cameras, becomes difficult 
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in such a flow as including many particles, which results in 
the dissatisfied spatial resolution. For instance, 3D PTV has 
a spatial resolution of at most 64 vectors in two-dimensional 
plane even if 512 ( = 643/2) vectors are obtained in three-di­
mensional space. The present PTV allows us to obtain instan­
taneously two components of velocity on several horizontal 
sections in three-dimensional space with the aid of a scanning 
laser beam. While the velocity component vertical to the vis­
ualized section is not measured, the spatial resolution, or the 
number of the available particles in a flow, is higher by nearly 
one order than that of 3D PTV in terms of the two-dimensional 
comparison. 

The improvement of the accuracy of the derived velocity 
components is also mainly focused on in the present study. 
The first procedure of PTV is usually the binarization of par­
ticle images to determine their positions. Since the gray levels 
of the visualized many particles on a frame are generally dif­
ferent from one another, a single threshold which was often 
employed in previous works (e.g., Chang et al., 1985) is in­
appropriate to separate particle images from the background 
in good condition. Thus, in the present method, the binari­
zation is carried out on 1,024 sub-regions consisting of 16 x 16 
pixels using different threshold levels. Each threshold level is 
rationally determined on the basis of the discriminant and least 
squares threshold selection (Otsu, 1978). After taking logical 
product between the binarized and original images, particle 
images are finally extracted with having gray level distribu­
tions. The particle center position is calculated with sub-pixel 
accuracy from its second-order regression curvature fitted to 
its gray levels. The tracking method to specify the center points 
of an identical particle on multiple frames is conducted by 
setting a search region as done by Dracos and Malik (1992) 
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Fig. 1 Experimental tank 

and Sata and Kasagi (1992), instead of the method utilizing 
particle trajectories (Kobayachi et al., 1985), which is not ap­
plicable when the velocity is relatively high and pathlines are 
intersecting each other. The identification of center points is 
conducted changing the number of the tracking frames so that 
the center points can suitably be detected in the visualized area 
where both high and low velocity regions coexist. The second-
order polynomial approximation based on the method of least 
squares is applied to the specified center points of an identical 
particle and the direction of the velocity vector is determined 
from the derivative. In addition, the length of the velocity 
vector is calculated from the summation of the displacements 
of all center points. Thus the accuracy of the vector direction 
and length is improved compared with the previous method 
taking account of only initial and terminal positions as done 
by Imaichi and Ohmi (1982). 

The present PTV was applied to the velocity measurement 
of the flow driven by a rotating disk in a cylindrical tank, 
where five horizontal sections were simultaneously visualized 
by parallel laser-light sheets generated from a scanning laser 
beam. Transient flow patterns were captured when the rotating 
direction of the disk was reversed after the steady state had 
been completed. 

2 Experiments 

2.1 Experimental Tank. Figure 1 shows the cylindrical 
tank used in the flow visualization experiments. A rotating 
disk driven by a motor is located in the upper region of the 
tank. The disk is made of acrylic plate and has a smooth surface 
which contacts with the confined fluid. The rotating direction 
and the angular frequency of the disk can be adjusted through 
a control unit. In the experiments, the steady-state condition 
was formed by rotating the disk in clockwise direction looking 
from above with an angular frequency of (4/3)ir radian per 
second for sufficiently long time. Then the rotating direction 
was instantaneously reversed at t = Q and the disk continued 
counter-clockwise rotation with the same angular frequency 
as that of the steady state. This procedure created the transient 
flow patterns lasting for a few minutes in the tank. The flow 
visualization was conducted both in the steady and transient 
conditions. 

control driver 

pulse counter 

mirror 

Fig. 2 Flow visualization system 

Since the average fluid velocity in the steady state (U0) meas­
ured by the PTV is 11.1 mm/s as described later, the Reynolds 
number may be derived as 

Re = -
U0D 

1.1x10 (1) 

with the diameter of the tank (D) and the kinematic viscosity 
(v). Accordingly the fluid in the tank is in turbulent condition. 
The representative time scale (TQ) defined in the following 
equation is calculated as 9.0 s. 

D_ 
U0 

(2) 

2.2 Flow Visualization. The tracer particles scattered in 
the flow are made of high polymer (Eslen) with a specific 
gravity of 1.03. The shape of the particles is spherical and their 
average diameter is around 400 jxm. They include fluorescent 
sodium which gives clear images in the presence of laser light. 
The working fluid in the tank is saline water with a suitable 
density so that the particles can take neutral buoyancy. 

The tracer particles are visualized with parallel horizontal 
laser-light sheets generated by a scanning laser beam. The 
devices for the flow visualization are schematically shown in 
Fig. 2. The Ar-ion laser beam is transferred through a fiber 
cable and released from the output probe equipped with front 
lenses that can adjust the focus of the beam. The released laser 
beam is put on a small mirror of an optical scanner. The 
galvanometer scanner enables the mirror to take stepping 
movements at the frequency of 500 Hz. The laser beam, re­
flected by the scanner in different directions, is placed on the 
fixed mirrors in turn, which are arranged suitably on a mount­
ing plate in order that the reflected laser beams should be 
parallel. Then the parallel laser beams are injected into cylin­
drical lenses, 3 mm in diameter, through which the beams turn 
into parallel laser-light sheets. 

The visualized particles are recorded on video tapes with a 
high-speed video system consisting of a video camera and a 
video cassette recorder (VCR). This system is able to take 500 
frames per second for 14 minutes. The VCR in the system 
sends TTL signals to the pulse counter. The pulse counter, in 
which the numbers of visualized sections and of the recording 
frames per section have been input beforehand, compares the 
TTL pulses with the input conditions and makes up analogue 
wave signals. The control driver, equipped with a servo am­
plifier which automatically selects PD/PID controls, operates 
the optic scanner according to the wave signals transferred 
from the pulse counter. Thus the stepping movements of the 
scanner are synchronized with the video-recording and the 
visualized sections are properly captured on the appointed 
frames. 
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Fig. 3 Relationship between frames and recorded data 

In the present case, five horizontal sections are visualized 
from z = 20mm to 180mm with 40mm intervals, which are 
denoted by section-1 to section-5 from the lowest section. Four 
frames are taken per section and the relationship between the 
order of the frames and the recorded sections are shown in 
Fig. 3. The time interval between two adjacent sections is 8 
ms and the scanning time period (7^) corresponds to 40 ms. 
Since in a certain section the tracking frames, on which center 
points of an identical particle are found out, are selected every 
scanning cycle, their time interval (AtT) is same as Tc- The 
exposure time per frame is set at 200 /*s with the aid of an 
electrical shutter. 

The average particle distance (5,-) on the /th frame may be 
estimated by 

>•- y (3) 

where S and «,- denote the visualized area (2.5 x 1037r mm2) and 
the number of the visualized particles on the /th frame, re­
spectively. Since the the average particle distance in the steady 
state (<50) was 4.9 mm as described later, the particle spacing-
displacement ratio (p) based on U0 is evaluated as 

U0AtT 
11 (4) 

The spacing-displacement ratio based on the fluctuating ve­
locity (Dracos and Malik, 1992) is expected larger than the 
value of Eq. (4). Thus the particle scattering is in suitable 
condition for their tracking. 

3 Image Processing 

3.1 Extraction of Particle Images. The visualized images 
recorded on video tapes are converted to digital data through 
an image processor controlled by a personal computer and 
stored on a magneto-optical disk with a capacity of 1 giga­
bytes. These procedures are performed in the devices shown 
in Fig. 4. The digitized data consist of 512x512 pixels with 
256-gray-level resolution per a single pixel. 

The procedure of the extraction of particle images is sche­
matically shown in Fig. 5. Here the gray level distribution is 
expressed as one-dimensional, for convenience, though it is 
actually obtained on two-dimensional plane. First, smoothing 
filters and an image-enhancement filter based on digital La-
placian are applied to original images in order to delete noise 
patterns and to make clear the particle images (Rosenfeld and 
Kak, 1976). The binarization of the filtered images is conducted 
with the discriminant and least squares threshold selection 
(Otsu, 1978), which selects an optimum threshold level so that 
the summation of gray-level variances in two classes separated 
by the threshold should be minimum and that the variance 
between the two classes should be maximum on the basis of 
discriminant analysis. This binarization is applied to 1,024 sub-
regions each consisting of 16 x 16 pixels, instead of a single 
threshold for a frame. Thus, as illustrated in Fig. 5(b), the 
different thresholds (T,„ and T„) may be selected for the particle 
images on a frame. The binarized particle images, shown in 
Fig. 5(c), have the area rpm and rpn, which may be slightly 
different according to the particles. The area of these images 
are then replaced by the average value rp, 3 x 3 pixels in the 
present analysis, without changing the center points xcm and 
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Fig. 4 Devices for digitization and pre-treatment 
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Fig. 5 Extraction of particle images 

xc„. Finally, the logical products are taken between the original 
images and the binarized images. As a result, the particle im­
ages having original gray-level distributions are separated from 
the background, as shown in Fig. 5(d). These image analyses 
are carried out on the devices shown in Fig. 4 and the final 
images are transferred to a high-speed computer (HITAC 
M680H). 

3.2 Determination of Particle Center Points. The particle 
' center points are determined using the extracted particle images 
sent to the high-speed computer. It is effective for their accurate 
positioning to make use of their gray-level distributions, rather 
than the binarized results. Since the error resulting from the 
incorrect positioning of the center points is a dominant factor 
for the total uncertainties of the derived velocity components 
(Ushijima, 1991), this procedure is improved to have sub-pixel 
accuracy in the present method. 

Let G(i,j) be the gray level at (/, j) on a particle image 
where / and j correspond to horizontal and vertical pixels 

Journal of Fluids Engineering JUNE 1994, Vol. 116/267 

Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 6 Approximation of particle gray levels 

respectively. Here 1 <i, j ' ^ 3 , since a particle image has been 
extracted having its area of 3 x 3 pixels. The approximate gray 
level GE(i, j) is calculated from the second-order regression 
curvature derived with the method of least squares, as sche­
matically shown in Fig. 6. 

GE(i, j) = a0 + aii + aj + a3i
2 + aj2 

= a0 + axXx (/, j) + a2X2 (/, j) + a3X3 (i, j) + a^X4(/', j) 
4 

= a0 + YJ an,Xm{iJ) (5) 

While G(i,f) and Xm{i,j) are located at 9 points on two-
dimensional image plane, these are converted to one-dimen­
sional arrangements, for convenience: 

G, = G(1, 1), G2=G(\, 2) , G9=G(3, 3) (6a) 

X„n = Xm(\, 1), Xm2 = Xm(\, 2), Xm9 = X„,(3, 3) (6b) 

Note that Gk and Xmk are defined at the same position. The 
four unknown constants (a1; a2, • • • , a4) in Eq. (5) are de­
termined by solving the following matrix equation: 

(7) 

CU c\2 c 13 c 14 

C2i C22 C 2 3 C24 

c31 C 3 2 C33 C34 

L C 4 1
 c 4 2 C43 C44_ 

a\ 
a2 

a3 

-«4 . 

61 

62 

63 

kJ 
with 

and 

c'"" — A J (^»'* — Xm)(X„k — X„) 
* = i 

bm = 2_j (Xmk - X,„)(Gk - G) 

(8a) 

(86) 

Here the over-bar means taking average with respect to k. A 
remaining unknown constant a0 is given by 

_ 4 _ 

a0=G-^]amXm (9) 
m = l 

The particle center point P is determined where the approxi­
mate gray level GE has a peak value Gmax, as indicated in Fig. 
6. 

The images recorded on video tapes are possibly distorted 
and their scales may slightly be different in accordance with 
the visualized sections. To correct the distortion and scales, 
nonlinear approximate functions, including third-order terms 
at the highest, are derived and the center points of particles 

@— 
P i - i 

' i+i \ 
Oi+ii 

Pi \ / r i + i y 

Fig. 7 Search region on / + 1 frame 

Fig. 8 Search region on the first frame 

on the image plane are transferred to those on the real plane. 
The unknown coefficients of the functions are determined with 
the method of least squares, as done in the derivation of the 
constants for the second-order regression curvature described 
above, utilizing the images of a calibration plate on which 21 
standard points are regularly fixed. 

3.3 Tracking of Center Points. The particle tracking pro­
cedure is conducted to specify the center points of an identical 
particle located on the multiple frames. In case that the particle 
spacing-displacement ratio, as defined by Eq. (4), is large 
enough, the tracking procedure becomes easier and the prin­
ciple to utilize a search region is effective (Dracos and Malik, 
1992). Figure 7 shows the search region on the ; '+l frame, 
which is set up after the candidates of particle center points 
(P\> Pi, • • • , Pd have been specified. The center position of 
the circular search region is set at 2p,- —p,-_i, where p, is the 
position vector of P,. The radius of the region may be deter­
mined by taking account of the average particle distances cal­
culated by Eq. (3) and of the turbulence quantities as 
Lagrangian integral scales. In the present experiments where 
velocity measurements of transient flows are made, however, 
it is nearly impossible to estimate the exact turbulence quan­
tities beforehand. Thus the radius of the search region r,-+i on 
the / + 1 frame is calculated taking into account the particle 
distance on the / + 1 frame alone as 

_ 1 . 
l"i+\ — , °/+l 

(10) 

which is one of the criteria to determine the search region 
employed by Dracos and Malik (1992). When a single center 
point is located within the search region, this becomes a new 
candidate on the i+ 1 frame. In case that the multiple center 
points are included, the center point which gives the minimum 
variance of the local velocities calculated from P,_i, P, and 
P,-+i is selected. If there is no center point, all candidates (Pu 

P2, . . . , P,) are discarded. This tracking procedure is repeated 
until the appointed final frame. 

On the first frame of tracking, the circular search region is 
set up, having its center at P\ and its radius rx equal to 
(1/2)6], as shown in Fig. 8. When multiple center points P2 

are included in the region, all of them are considered as valid 
and the tracking procedure described above continues to the 
following frames. While most of the misidentified center points 
are dropped in the process of the multiple trackings, a group 
of center points, which gives the minimum variance of local 
velocities derived from all center points, is selected if more 
than two groups are finally obtained. If there is no second 
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Fig. 9 Derivation of velocity vector 

point P2 in the search region, the corresponding first center 
point Pi is discarded. 

The particle tracking procedure for NT frames, where NT is 
referred to as tracking frame number, is carried out throughout 
all sampled frames, changing the first frame of tracking one 
by one, the number of total tracking procedures is given by 
NS — NT+1, where Ns is the sampled frame number. In the 
present method, the lower and upper limitations (NTl and Nn, 
respectively) can be set for the tracking frame number in order 
to respond to high and low velocity regions coexisting in the 
visualized area. Thus the tracking procedure is conducted LT 

times, which is given by 

LT=(Ns+\){Nn-NTl + \)~ Yi k <n> 

3.4 Derivation of Velocity Vectors. The velocity com­
ponents were usually derived from the positions of the iden­
tified initial and terminal center points and their time interval 
in previous works (e.g., Imaichi and Ohmi, 1982; Kobayashi 
et al., 1985) after the particle tracking was completed. How­
ever, as indicated by Chen (1992), the shorter time interval 
makes the error associated with the positioning of center points 
relatively large, while the longer interval causes the loss of the 
information during it. To solve this problem, one may track 
the center points with sufficiently short time interval over sev­
eral tracking frames and take into consideration all interme­
diate center points as well as the initial and terminal points to 
determine the velocity components. 

The particle tracking over NT tracking frames provides the 
same number of identified center points, where NT is more 
than three in the present method. A quadratic function is 
approximated for these center points with the method of least 
squares and the direction of velocity vector is defined as its 
tangential direction. Figure 9 shows an example of the velocity 
vector determined from the regression curve in case of NT=6. 
When the regression curve is given by y =f(x), the components 
of unit vector n = («,, n2) at Ps(xs, f{xs)) is calculated by 

where 

n2i = (l+a2yl 

n2
2 = a2(\+a2yl 

a = — [x = xs] 
ax 

(12) 

(13) 

(14) 

The value of xs is calculated as the average among x coordinates 
of NT center points. The signs of the unit vector components 
and which coordinate should be selected as independent vari­
able are determined from the spatial locations of the center 
points on the first and last frames. The length of the velocity 
vector Vinl is calculated from the summation of all particle 
displacements as 

1 

~(NT-l)AtT 
Y l(xk+i-xk)

2+(yk+]-yk)
2}[ (15) 

Accordingly the velocity vector V is finally obtained as V,„, 
• n. 

3.5 Interpolation of Vectors on Boundary-Fitted Coordi­
nates. The velocity vectors obtained by LT times of tracking 
procedures are all superimposed and the average velocity vec­
tors over the sampled frames are calculated at the appointed 
grid points. The grid points are generated using boundary-
fitted coordinates (BFC) as proposed by Thompson (1977) in 
order to distribute the grid points as uniformly as possible in 
the circular visualized area. 

The velocity components at the generated grids are obtained 
by interpolating the vectors randomly distributed in accordance 
with the particle positions. While various interpolation meth­
ods were employed in previous works, the weighted averaging 
based on the Gaussian window is utilized in the present inter­
polation, which was concluded advantageous by Agui and 
Jimenez (1987): 

U„m= [Y wkUk) [Y wk 

Vmn= [Yi^Vk / (Yt w* 

(16) 

(17) 

where (Umn, Vmn) and (Uk, Vk) are velocity components inter­
polated at grid point Pmn (x,„„, ymn) and those obtained by the 
particle tracking procedures at (xk, yk), whose total number is 
n„, respectively. The weighting coefficient wk is given by 

wk = exp 
(Xk-x,„„f+(yk-ymn)

2 

(18) 

Here the window width Hw is 1.24S„ (Agui and Jimenez, 1987), 
where <5„ is the mean distance between velocity vectors given 
by 

m r °9) 
The average value of 5V in the steady state is estimated as 2.6 
mm, as described later. In terms of Nyquist sampling criterion, 
the resolution for the highest wave number is limited by l/2<5„ 
(Agui and Jimenez, 1987), which implies that meaningful grid 
intervals should be larger than 2<5„. This condition is satisfied 
in the present case, since the average interval of the grids is 
about 7.4 mm, which is larger than 25„. 

The velocity components interpolated at the grid points are 
spatially smoothed within the error range which is given by 
bootstrap procedure (Efron, 1979; Diaconnis and Efron, 1983; 
Efron, 1983), as conducted by Agui and Jimenez (1987). The 
spatial smoothing is carried out by solving Laplace equations, 
V2Um„ = 0 and V2Vmn = 0. These Laplace equations are op­
erated to the velocity components after they are converted to 
the transformed space with the relationships in BFC. In this 
procedure, the smoothed results must be within the error range 
estimated by the bootstrap method. The error range at each 
grid point is estimated from the frequency distribution created 
by the bootstrap procedure. This procedure is conducted by 
the following steps: 

1) A set of synthetic samples Sk (k= 1, 2, . . . , nv) is cre­
ated by selecting the original velocity components Uk (k=\, 
2, . . . , n„) randomly. Since the number of samples is same 
as that of velocity components, some are possibly selected 
multiple times and others may not be chosen at all. 

2) The ns sets of synthetic samples are generated by re­
peating the same procedure ns times. Thus the samples Sk 

(k= 1 , 2 , . . . , n„\ i= 1 , 2 , . . . , ns) are created. 
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3) One velocity component is obtained at every grid point 
by interpolating a set of synthetic samples S\ using Eq. (16). 
Since the number of sets is ns, the ns velocity components are 
obtained at every grid point by interpolating all sets of samples 
S^ one by one. 

4) A frequency distribution can be drawn for the ns velocity 
components at a grid point Pmn. From the frequency distri­
bution, a mean value n,nn and an error range anm are finally 
determined for the velocity component Um„. 

5) The mean value and error range for Vmn are obtained 
in the same way. 

Consequently, the smoothed result £/a'vt,'m„ at the n + 1 step 
of the iteration is given by 

Ul^)mn = max (ixmn - am„, mm(ji,„„ + amn, [/£Ve, ,»«) I (20) 

The error range o,„„ is determined on the basis of a confidence 
level of 68 percent which means 68 percent of the bootstrap 
samples are included in this range (Diaconnis and Efron, 1983). 
The similar procedure can be applied to another velocity com­
ponent. 

4 Application of PTV 

4.1 Experimental Results. Two cases of analyses are per­
formed for the obtained images; velocity vectors of the tran­
sient flow on section-1 at z = 20mm are continuously captured 
with short time intervals in Case A and the transition in three-
dimensional space is evaluated on five horizontal sections in 
Case B. The sampling conditions and tracking frame numbers 
at each measurement are listed in Table 1. 

Table 1 Sampling and tracking conditions 

Case A 
CaseB 

AtT (ms) 

40 
40 

Ns 

5 
10 

NTI 

3 
3 

Nn 

5 
6 

LT 

6 
26 

The following statistical values are derived from the analyses 
of Case B for five horizontal sections in steady states. 

1) number of particles per frame: np0 = 33?i 
2) particle distance calculated by Eq. (3) with np0: 50 = 4.9 

mm 
3) number of total vectors per section: n„o = 4620 
4) average velocity: t/0 =11.1 mm/s 

Since the analyses of Case B was performed with four different 
tracking frame numbers, as presented in Table 1, the average 
number of velocity vectors obtained with a constant tracking 
frame number is «„0/4 (= 1155). With this number, the mean 
distance of the vectors 5„ is estimated 2.6 mm from Eq. (19). 

The numerical procedure for the image processing described 
in 3.2 to 3.5 is conducted with a FORTRAN code on HITAC 
680H. The total CPU time to analyze one horizontal section 
in Case B where Ns= 10 and LT=26 as listed in Table 1, was 
about 40 minutes. 

Figure 10 shows the transition of velocity vector distributions 
on section-1 obtained by the analyses of Case A, while the 
results shown in Figs. 10(a) and (/) are derived by Case B. The 
nondimensional time / * is defined with the representative time 
T0 given by Eq. (2). At /* = 8.53, the whole velocity decreases 
and eccentric flow pattern arises, as shown in Fig. 10(&), while 
the rotating direction is still same as that of the steady flow 
in Fig. 10(a). As the time proceeds, the shear stress in counter­
clockwise direction transferred from the above fluid becomes 
gradually dominant against the remaining initial clockwise flow. 
As a result, the complicated transient flow patterns arise with 
large scale disturbance, which are continuously captured in a 
series of the results in Fig. 10. At t* = 10.65, as shown in Fig. 
10(&), while the counter-clockwise flow has been dominant, 
the flow pattern is not yet fully stable and meandering flows 
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10.0mm/s 

(a) t. = 0 (b) t. = 8.53 (c) I. = 8.77 

(d) t. = 9.00 (e) I. = 9.24 (f) t. = 9.47 

(g) t. = 9.71 (h)t. = 9.94 (i) t, = 10.00 

(j)t. = 10.41 (k) t .= 10.65 (l)t, = 32.86 

Fig. 10 Transition of flow patterns on section-1 (Case-A) 

are observed. Finally, at /* = 32.86, flow pattern comes again 
to quasi-steady state as shown in Fig. 10(/*). 

Figure 11 shows the results of Case B. It is noted that section 
1 and section 5 are the lowest and highest sections, respectively, 
and the vertical interval of two adjacent sections is 40 mm. In 
the steady states, as shown in Fig. 11(a), the instantaneous 
velocity on section-5, nearest to the rotating disk, is higher 
than those on the lower sections and slightly nonuniform owing 
to turbulence. The effect of the reversed rotating disk first 
appears on section-5. As shown in Fig. 11(b), the flow pattern 
on section-5 is completely disturbed at t* = 1.67 and slight 
affect extends to section-4 as well, yet the flows on the lower 
sections seem to be similar to those in the steady states. In the 
following results, as shown in Figs. 11(c) and (d), the transition 
of two-dimensional flow patterns is clearly captured in the 
three-dimensional space, in which the effect of the rotating 
disk proceeds toward lower sections. The counter-clockwise 
quasi-steady state is attained on all sections at t* =32.86, as 
shown in Fig. 11(e). 

4.2 Estimation of Uncertainty. Regarding the uncer­
tainty involved in PTV techniques, several investigations have 
been made to specify the sources of errors and evaluate their 
quantities (e.g., Imaichi and Ohmi, 1983; Kobayashi et al., 
1985; Chang et al., 1985; Agui and Jimenez, 1987; Nishino et 
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'(e) U = 32.86 
Fig. 11 Transition of 2D flow patterns in 3D space (Case-B) 
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al., 1989). As a result, it can be seen that a large amount of 
the uncertainties have been clarified up to the present. 

According to Agui and Jimenez (1987), two different errors, 
visualization error evjs and sampling error esam, need to be taken 
into account. The visualization error consists of the positioning 
error of the particle center points (e,,) and the error associated 
with the traceability of particles to the fluid motion (ef). The 
positioning error is evaluated by 

e, = ^ t / o (21) 

with the precision for a particle position (?;) and the average 
length of particle trajectories (A). Since the diameter of the 
visualized horizontal section is constructed by about 450 pixels 
on image plane, the scale of a pixel (Ap) corresponds to about 
220 jj.m. The precision -q is of the order Ap

2 owing to the present 
positioning with second-order accuracy. The average length of 
trajectories may be given by 

A=U0NTAtr (22) 

Thus the length is estimated as 1.8 mm, assuming that the 
average tracking frame number is 4. Accordingly, the posi­
tioning error is given by 

e„ = 2 .7x l0 - 2 t / 0 (23) 

The error tf is evaluated as 

e } = 1 . 8 x l 0 - 2 ^ Ul (24) 
So 

with y = (pp- P/)/p/, where pp and p/are the densities of particle 
and fluid respectively, and S0 is the Stokes number given by 
(JVOJO) /d, where ton and d are the angular frequency which 
may be calculated with D and U0 and the particle diameter 
respectively. Although relative density 7 is nearly zero, the 
following value is obtained for ey if assuming 7 = 0.03: 

e / =2 .1x l0" 4 [ / 0 (25) 

In addition, the sampling error is estimated as 

6sam = " ' (¥?r) ("-1)/(" + 1) = 2 .5x l0 - 2 [ / 0 (26) 

where u' is the fluctuating velocity, assuming that u' /U0 = 0.1 
and n = 5/3. Consequently, the total error eTmay be calculated 
from the summation of the squares, which yields 

e r=3.7xlO"2C/0 (27) 

5 Concluding Remarks 
A PTV system has been developed to obtain instantaneous 

two velocity components on several sections in three-dimen­
sional space. The flow visualization is conducted by means of 
parallel laser-light sheets created by a scanning laser beam and 
the particle images are taken by a high-speed video system 
synchronized with the scanning. This visualization method al­
lows us to obtain higher spatial resolution than usual 3D PTV 
based on stereoscopical visualization, while the component 
vertical to the laser-light sheets are not derived. The unmeas­
ured component will possibly be captured by adding another 
scanning system to visualize vertical planes or with the aid of 

some numerical procedures taking account of mass conser­
vation. 

The emphasis was also placed on the improvement of ac­
curacy in the velocity measurements. The reformation of the 
procedures was conducted in the extraction of particle images, 
positioning of their center points, derivation of velocity com­
ponents and others. Consequently, the accuracy is expected to 
be made higher than the usual velocity measurements by PTV. 
The present PTV was applied to the transient flows in a cy­
lindrical tank'with a rotating disk. As a result, two-dimensional 
transient flow patterns with large scale disturbances are con­
tinuously captured in three-dimensional space. 
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The Effect of Sensor Size on the 
Performance of Flush-Mounted 
Hot-Film Sensors 

A parametric study was performed to determine the effect of sensor size on the 
performance of flush-mounted hot-film sensors, operated using constant-temper­
ature anemometry. Three nickel sensors with surfaces of 12.5 x 125 microns, 25 x 250 
microns, and 50x500 microns were deposited on glass flat-plate substrates. The 
frequency response and sensitivity of the sensors were measured using both electrical 
and flow testing. Electrical testing was performed using both sine and square waves. 
Flow testing was performed in a shock tube by subjecting the flush-mounted sensors 
to a shock-induced boundary layer. As the sensor size was decreased, frequency 
response increased and sensitivity decreased. These trends were observed for both 
electronic and flow testing conditions. 

Introduction 
Flush-mounted hot-film sensors are an established tool for 

the measurement of wall shear stress, yet the factors influencing 
their unsteady performance are not yet well understood (Han-
ratty and Campbell, 1983; Haritonidis, 1989; Diller and Te-
lionis, 1989). It has been well accepted that the thermal 
properties of the substrate limit sensor operation (Alfredsson, 
et al., 1988; Reda, 1991). Computations have been performed 
assuming unsteady 2-D flow (Cole and Beck, 1988) and steady 
3-D flow (Kalumuck, 1983), but no fully conjugated 3-D un­
steady computations are known to us. 

An experimental investigation was undertaken to aid in un­
derstanding the effect of sensor size on hot-film performance. 
Three nickel sensors with surfaces of 12.5x125 microns, 
25 X 250 microns, and 50 x 500 microns (0.5x5 mil, 1 x 10 mil 
and 2 x 20 mil) were deposited on window-glass flat-plate sub­
strates. The smaller of each sensor dimension is the length in 
the streamwise direction. All sensors had an aspect ratio of 
about 10 and were about 2800 angstroms thick, with resistances 
of about 4-5 ohms. The three sensors were thus identical except 
in size. Experiments using otherwise identical equipment should 
thus isolate the effect of sensor size. 

Experimental Methods 
For the electrical tests, a constant-temperature anemometer 

was connected to a function generator and the sensor. Con-
vective currents over the sensor were minimized. An overheat 
was set; this was defined as the ratio between the operating 
resistance and the resistance at zero degrees Celsius. The ane­
mometer was turned on and the steady-state voltage was mon­
itored until the voltage level stabilized, in order to avoid 
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transient heat transfer effects. Then, the square or sine wave 
test was initiated. A Gould DSO-400 8-bit oscilloscope was 
used to digitize a 500 point record at 500 kHz for each event. 
The record was analyzed on-screen or transferred to a com­
puter. Two different constant-temperature anemometers were 
used (a custom-built anemometer called AC-2 and a TSIIFA-
100). The figure captions include the anemometer used to ob­
tain the data. The trends obtained with the two anemometers 
were in all cases the same, for all reasonable adjustments of 
the tuning capabilities, and for both electrical and flow tests. 

Flow step tests were performed in a shock tube, using an 
experimental setup similar to that of Davies and Bernstein 
(1969). The sensor substrates were small flat plates with leading 
edges beveled at 30 degrees. All substrates were 51 mm (2 in.) 
long in the streamwise direction, 44.5 mm (1.75 in.) long in 
the spanwise direction and 3.18 mm (0.125 in.) thick. The 
sensor was located at mid-span 19.0 mm (0.75 in.) downstream 
of the leading edge. Each substrate was mounted on a 152 mm 
(6 in.) arm that extended upstream from the end of the shock-
tube driven section. The beveled leading edges faced upstream 
toward the impinging shocks. As the normal shock passed over 
the plate, a shock-induced boundary layer developed. Since 
weak shocks were used, the flow behind the shock was in all 
cases subsonic. Because this unsteady flow was simple, well-
characterized, and easy to set up, it was chosen as a basis for 
testing the sensor response. 

The shock tube driver-section and driven-section pressures 
were recorded to determine the shock conditions. In addition, 
two high-speed pressure transducers on the driven section wall 
were used to measure the shock velocity. Using either the 
pressure-ratio data or the shock-speed data, the temperature 
and velocity of the flow behind the shock could be deduced. 
The two measurement methods gave consistent results to within 
one percent for nearly every run. The output voltage from the 
constant-temperature anemometer was again allowed to reach 
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Fig. 1 Repeatability of anemometer response to shock passage, AC-2 

steady state before each run. The shock response was captured 
on the digital oscilloscope and transferred to a computer. Fur­
ther details are reported in Moen and Schneider (1993). Un­
certainty analyses were performed using the techniques 
described in Kline and McClintock (1953), and are reported 
in the text with the description of each figure. Trends were of 
primary interest; these trends were consistently observed in all 
the repeated and nearly-repeated trials. 

Characterization of Test Flow 
The repeatability of the anemometer shock-response was 

particularly important, since the shock strength was to be held 
constant for various runs during which the sensor model was 
varied. Figure 1 shows the results for two similar strength 
shocks. The response is nearly identical for the two shocks 
except after 0.4 ms, where the boundary layer is probably 
turbulent. At about 0.3 milliseconds, the signal fluctuates sud­
denly. This was due to a geometric step that existed in the 
juncture between the sensor plate and the mount, since data 
with an improved mount showed a reduced fluctuation. The 
fluctuation does not affect the results for the sensitivity or 
frequency response, which were obtained from the data for 
the first 0.2 ms after the shock arrival. 

It was also desirable to compare our measurements to those 
of previous workers, to ensure the quality of the flow. Davies 
and Bernstein (1969) discuss the theoretical solution for the 
quasi-steady boundary layer behind a shock advancing into a 
stationary fluid, due to Mirels (1955). They show that this 
solution applies after the shock passage, for values of x/ 
(u2t) > 1, where x is the distance from the leading edge of the 
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Fig. 2 Shear calibration, OHR = 1.4, IFA. Estimated accuracy for i2R/AT\s 
±4 percent, for (TwpJm, ±4 percent 

plate, t is the time from the arrival of the shock at the leading 
edge, and u2 is the velocity behind the shock. This is because 
all particles flowing in this region originate "on the plate," 
and have no knowledge of the plate leading edge. Conditions 
for the results presented here satisfy this criteria, since they 
were obtained using weak shocks or using only the small-time 
portion of the record. Mirels' theoretical expression for the 
laminar skin friction should therefore be applicable. 

Hanratty and Campbell (1983) show that the output of a 
constant-temperature hot-film sensor operating in steady flow 
should correlate with the wall shear according to 

i2R 
— = C0(pwTw)W3 + Cl. (1) 

where i is the sensor current, R is the sensor resistance, AT is 
the difference between the film and ambient temperatures, TW 

is the wall shear stress, pw is the fluid density near the sensor, 
and c0 and C\ are proportionality constants determined exper­
imentally. This relation is commonly used to calibrate flush-
mount wall shear sensors, although the points are usually de­
termined from steady-state values (Brown, 1967). Here, this 
relation was applied in a quasi-steady way, using Mirel's theory 
for the wall shear values. The calibration points were deter­
mined using the relatively flat area of the sensor response, 
approximately 0.1 milliseconds after the beginning of the re­
sponse transient. Since the signal/noise ratio was limited, an 
0.10 millisecond region containing 50 points was averaged to 
reduce the signal noise. The results are plotted in Fig. 2. The 
quality of the correlation suggests that the boundary layer is 
developing approximately in the manner described by Mirels' 
solution, and that the anemometer is responding normally. It 
remains to be determined whether this calibration is accurate 

Nomenclature 

A = anemometer response P = 
voltage 

Ae = sensor area Pref = 
AC-2 = data obtained using cus­

tom-built AC-2 anemome- Ps = 
ter 

Co> cu c2 = empirical constants P* = 
i = sensor current 

IFA = data obtained using TSI RcM = 
IFA anemometer 

L = streamwise length of sen- Rop = 
sor 

OHR = overheat ratio, Rop/Rco\d t = 

power dissipated in sensor 
by anemometer 
static power dissipation in 
stagnant air 
total power dissipated in 
shock-response 
non-dimensional unsteady 
portion of Ps, see Eq. (2) 
sensor resistance at zero 
degrees Celsius 
sensor resistance at oper­
ating temperature 
time from the arrival of 

7' 
1 op 

Ta 

T2 

u2 

X 

AT 
Pw 
Tw 

the shock at the leading 
edge of the plate 

= sensor operating tempera­
ture 

= ambient temperature 
= temperature of the air be­

hind the shock 
= velocity behind the shock 
= distance from the leading 

edge of the plate 
= T - T 

1 op J a = fluid density at the wall 
= wall-shear stress 
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Fig. 3 Static power dissipation lor various sensor sizes, AC-2. Estimated 
accuracy for P is ±4 percent, for overheat, ±2 percent. 
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Fig. 5 Frequency response in square wave tests, AC-2. Estimated accuracy 
for frequency response is ±5 percent, for overheat, ±2 percent. 

A , mV 

f 

• 

Response Frequency = 1/T r 

Time 

Fig. 4 Definition of frequency response used in square wave testing 

20 40 60 80 

Frequency (kHz) 

100 

Fig. 6 Sine wave response against frequency, OHR = 1.4, AC-2. Estimated 
accuracy of anemometer output, ±3 percent, for frequency, ±1 percent. 

in a time-resolved sense. The figure will be discussed further 
in connection with the other flow-testing results. 

Results of Electrical Testing 
Electrical testing was performed by perturbing the electron­

ics with the sensor positioned in stagnant air. 

Static Power Dissipation. Static power dissipation was de­
termined using the sensor resistance and current. The sensor 
current is calculated using the output voltage and the sensor, 
cable, and bridge resistances. Figure 3 compares the static 
power dissipation for the 125, 250 and 500 micron glass-sub­
strate sensors for a range of overheats. Dissipation increases 
with sensor size and overheat, as expected. Since only one pair 
of sensors was available, and only one of each pair was tested 
extensively, the effect of sensor variability is unknown. The 
three sensor sizes were varied by factors of 2 with the expec­
tation that the variations among the sizes would be dominant. 
This was also the expectation of the sensor fabrication group 
at NASA Langley. These results also apply to the flow tests, 
since the pre-perturbation condition was the same. 

Square Wave Tests. The square wave test is commonly used 
to determine frequency response, which can be defined in a 
number of ways. For example, Freymuth (1977) defines the 
frequency response using the point at which the output signal 
returns to 3 percent of the response maxima. For the present 
work, the response cut-off frequency was determined from the 

experimental curve as shown in Fig. 4. Here, A is the response 
voltage read from the anemometer. This definition was used 
consistently, and was chosen partly because it remained well-
defined for both flow and electrical testing, and partly because 
it was insensitive to noise. The voltage at the end of the time 
pictured has not returned to the beginning level due to the 
higher-order behavior observed in the system. The voltage did 
return before the beginning of the next square wave, however. 

The 125, 250, and 500 micron glass-substrate sensors were 
first tested for frequency response over a range of overheats. 
Figure 5 shows how the frequency response increases with 
increasing overheat for all three sensors. Frequency response 
increases with decreasing sensor size at all overheats. The curve 
slopes also increase with decreasing sensor size. For all three 
sensors, there appears to be a maximum obtainable frequency 
response. For the 125 and 500 micron sensor sizes, the curve 
levels out at an overheat of approximately 2.5. Film degra­
dation is probably the cause of this limitation, for it was ob­
served at this same overheat in earlier microscopic evaluations 
by Bartlett. 

The same trends in frequency response were observed using 
both anemometers and for various adjustments of tuning pa­
rameters. In general, the frequency response was about 20 
percent higher for any given overheat when using the IFA-100 
rather than the AC-2. This may be attributed to the difference 
in bridge designs as well as the response tuning functions avail­
able on the IFA-100. 

Sine Wave Tests. The sine wave test was administered to 
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Table 1 Sensor sizes compared to nominal time constants 
Sensor 

dimension 
Relative 

dimensions 
Slope 

(from Fig. 6) 
Slope 
ratio 

12.5 X 125 microns 
25 X 250 microns 
50x500 microns 

1 
2 
4 

0.0056 
0.0114 
0.0210 

1 
2.04 

• 3.77 

the anemometer after it had been optimized using square wave 
testing. A constant amplitude sine wave was applied for various 
frequencies, for the 125, 250, and 500 micron glass-substrate 
sensors. Figure 6 shows the results. The figure shows that the 
response of the larger sensors rolls off at a lower frequency 
but with a larger peak amplitude. This suggests, in agreement 
with the other data, that the larger sensors have lower fre­
quency response and higher sensitivity. However, the relation 
between the figure and any clear definition of frequency re­
sponse or sensitivity remains unknown. The trends were in­
dependent of anemometer settings. 

Freymuth (1977) defines a time constant that is linearly pro­
portional to the slope of this amplitude-frequency curve at low 
frequencies. Although Freymuth's theory was developed for 
a hot wire this portion was applied to the hot film, by least-
squares fitting the low-frequency data in Fig. 6 to determine 
the slope. The resulting slopes relate linearly to the dimension 
of the sensor as seen in Table 1. This suggests that the frequency 
response of such sensors is inversely proportional to their size, 
a result that was qualitatively confirmed in the shock-tube tests. 

Results of Shock-Tube Testing 
Experimental flow-step testing was also performed to com­

pare the effects of sensor dimension for perturbations more 
nearly similar to those encountered in applications. The fre­
quency response was again obtained by taking the inverse of 
the characteristic time, which was again defined as the time 
from when the anemometer first began to respond until the 
minimum point of the first signal overshoot. 

The effect of sensor dimension in flow testing was identical 
to that observed during electrical testing. The consistency be­
tween the two very different tests was initially surprising. Fig­
ure 7 shows the frequency response of the 125, 250, and 500 
micron glass-substrate sensors as they adjust to similar shock 
waves (flow steps) at different overheats. Again, the smaller 
sensors respond fastest, and their response curves also have 
higher slope. Even the numerical values are similar. Extrap­
olation suggests that fast frequency responses are possible for 
small sensors at high overheats. 

To analyze the flow sensitivity, the 250 and 500 micron glass-
substrate sensors were set at nearly identical overheats and a 
series of weak shock waves (flow steps) were passes over each 
sensor. The 125 micron sensor failed before flow-sensitivity 
data could be obtained. Two definitions of sensitivity are used 
to analyze the data. The first definition uses the peak of the 
overshoot amplitude, which was recorded for each flow step. 
This peak was converted into a nondimensional unsteady power 
dissipation defined as 

* \ * r f 
(2) 

where Pref is the static power dissipation, and Ps is the total 
power dissipation. The nondimensional unsteady power dis- -
sipation was then plotted against the freestream velocity behind 
the applied step, Ui, and fit with a power series curve. By 
representing this data as the differential power dissipation nor­
malized to the reference power dissipation, a clear relationship 
can be drawn for the relative amount of power dissipated to 
the flow by each sensor in response to the step. The more 
power that is dissipated to the flow for a given flow step, the 
more sensitive a sensor is. This choice of a definition for 
sensitivity is simple, and relates the sensitivity directly to the 

1.7 1.9 2.1 

Overheat 

2.5 

5 mil 
Glass 

10 mil 
Glass 

20 mil 
Glass 

Fig. 7 Frequency response in flow tests, AC-2. Estimated accuracy for 
frequency response, ±5 percent, for overheat, ±2 percent. 

50 100 

Velocity (m/s) 

150 

Fig. 8 Sensitivity in flow tests, OHR = 1.4, IFA. Estimated accuracy for P* 
is ±2 percent, for velocity ±3 percent. 

measureable quantity, the power fluctuations on the anemo­
meter output. Figure 8 shows that the larger sensor has superior 
sensitivity. Again, not only are the values larger for the larger 
sensor, but the slopes are also larger. The inaccuracies in the 
velocity are principally due to boundary layer effects. 

A second definition of flow sensitivity can be made using 
Eq. (1). Since a larger value of c0 results in larger signals for 
a given wall-shear, the amplitude of c0 can be called the sen­
sitivity. Figure 2 shows the result of plotting the data in this 
form. Again, since the data for the larger sensor has a larger 
slope, the larger sensor is more sensitive. This results is in 
qualitative agreement with a theoretical expression given on 
page 588 of Hanratty and Campbell (1983), 

c0= {c2Ae)/L (3) 
where c2 represents quantities not dependent on the sensor size, 
Ae is the surface area of the sensor, and L is the streamwise 
length of the sensor. Since the aspect ratio is the same for all 
sensors, the sensitivity should be directly proportional to Lin, or 
A5/6. Thus, the theory given in Hanratty and Campbell (1983) 
appears to be in qualitative agreement with the results presented 
here. 

The uncertainty in Fig. 2 must be given special attention. The 
values plotted on both axes are inferred indirectly from a com­
bination of theory and measurement. Mirel's theory makes several 
assumptions whose accuracy is difficult to assess. We estimate, 
however, that the accuracy of (jwpw)i/3 is of the order of a few 
percent. The computation of ?R/AT is, however, more proble­
matic. The principal difficulty is AT, which is normally the dif­
ference between the sensor temperature and the ambient 
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temperature. Here, the wall probably remains primarily at con­
stant ambient temperature, Ta, during the short-duration run, but 
the temperature of the air behind the shock is higher, T2>Ta. 
Thus the wall and the air are not in equilibrium, as assumed in 
the derivation of equation 1, so the theoretical applicability of 
the calibration technique is limited. In fact, the curve given is 
obtained using AT=Top-Ta; if it is instead plotted using 
AT2 = T0p- T2 the data show a pronounced nonlinearity. How­
ever, this AT2 is highly uncertain, since it forms a small difference 
between two large and uncertain numbers, due in part to the 
limited accuracy of the experimental R (T) data. The AT data 
plotted is probably accurate to within a few percent. No matter 
how the data was processed, the larger sensor clearly yielded a 
curve with a larger slope and higher values indicating that the 
larger sensor clearly had higher sensitivity. 

Discussion of Results 
The sensor-size effects observed are not surprising. A reduction 

in sensor size reduces the heated area of the plate, and thus the 
thermal capacity of the system. In the electrical tests, a fixed step 
in voltage corresponds to the injection of a fixed amount of heat, 
which can raise the temperature faster, due to the smaller thermal 
capacity. Since the smaller sensors are also able to respond faster 
to changes in the flow conditions, the thermal capacity must 
decrease faster than the surface area with reductions in size. This 
is not surprising, since the thermal capacity would be expected to 
scale with the cube of a typical sensor dimension. The reduction 
in flow-sensitivity with decreasing sensor size seems to be caused 
by the smaller area that is able to respond to perturbations in the 
flow, in agreement with existing theory (Hanratty and Campbell, 
1983). A given change in the heat transfer rate between the surface 
and the fluid, measured in watts/m2, causes a smaller change in 
the power draw from the anemometer, measured in watts. Sensors 
smaller than those used here should have even faster frequency 
response; fabrication of smaller sensors should be fairly straight­
forward, if the substrate surface is sufficiently smooth. It seems 
unlikely that the frequency response can increase indefinitely as 
the sensor size is reduced, but the practical limitations on the 
observed trends are as yet unknown. 

The dynamic response of the hot-films involves responses to 
small-amplitude perturbations imposed on a steady mean con­
dition; the qualities of the dynamic response may well depend on 
this pre-perturbation state. It is important to note that in all the 
measurements obtained here, the pre-perturbation condition in­
volved stagnant fluid above the sensor; pre-perturbation heat 
transfer to the fluid was limited to free convection. The depend­
ence of the results on this pre-perturbation condition remains to 
be determined. For example, the Reynolds number of the steady 
flow that exists prior to the perturbation is likely to affect the 
results in a significant manner. Studies of this effect are planned. 

Conclusions 
The performance of flush-mounted hot-film sensors has been 

studied by systematically varying sensor dimension. The experi­
mental results for the three glass-substrate sensors show that fre­
quency response increases with decreasing- sensor size, while 
sensitivity decreases. Changes in sensor size thus involve a trade­
off between the sensitivity and frequency response, so that a high 
frequency-response sensor has poor sensitivity and vice versa. 
These results were consistent for both electronic and flow tests, 
the latter performed using the response to the shock-induced 
boundary layer set up on a small flat plate in a shock tube. The 
results suggest that it may be possible to obtain a useful system 
with high frequency-response using small sensors and low-noise 
electronics. 
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Ship's Propulsion Mechanism of 
Two-Stage fifiWeis-Fogh33 Type 
The dynamic properties of a ship's two-stage "Weis-Fogh" type propulsion mech­
anism are experimentally and numerically investigated. In order to study the effects 
of the interaction of the two wings, the wings are designed in a manner that enable 
them to move close to each other. The opening angle and the moving speed are the 
same for both wings. Two cases of the phase differences of the wings' motions are 
considered, the in-phase case and the out-of-phase case. The differences of the 
dynamic properties between the two wings are shown and the properties of this 
propulsion mechanism are discussed. 

Introduction 
The Weis-Fogh mechanism has been known as a novel and 

efficient mechanism of lift generation (Weis-Fogh, 1973 and 
Lighthill, 1973). This mechanism, which was first observed on 
the hovering flight of the Encarsia Formosa insect, indicates 
that when the insect's wings open, after touching their trailing 
edges, circulations are formed very quickly around each wing 
without shedding any vortices. Consequently, lift is generated 
very efficiently. The Weis-Fogh mechanism may be defined as 
the quick generating mechanism of circulations by the inter­
action of two wings, which results in effective lift generation. 
The Reynolds number for the insect's flight is around 30. 
However, this mechanism utilizes the inertia force, and thus 
it is more efficient for high Reynolds number flows. Efficiency 
is greater in the water than in the air. 

Tsutahara and Kimura (1987) in a previous study, have pro­
posed a ship's propulsion mechanism using the Weis-Fogh 
mechanism and have shown that this new propulsion equip­
ment has a good potential for practical applications. In this 
paper, we propose an extension in which two units of the 
previously reported propulsion mechanism are mounted in a 
square channel and the dynamic properties are investigated by 
experiments and numerical analysis. The model of this pro­
pulsion mechanism is shown as in Fig. 1. The wings are set as 
shown in the figure, and the motion of each is as follows: A 
point p reciprocates in the channel along the dashed line. The 
wing with the trailing edge touching the side wall rotates (or 
opens up) to an angle a, the wing then translates keeping a 
constant, and then once the leading edge touches the other 
wall the wing rotates or closes. 

It is obvious that the advantage of the two-stage type will 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 3, 1989; revised manuscript received January 10, 1994. Associate Tech­
nical Editor: D. P. Telionis. 

be of importance in actual applications, and therefore, in this 
study, we will investigate the effects that will take place through 
the interaction of the two wings. In order to better understand 
the interaction between the wing, the distance between the two 
was decreased. 

Furber and Ffowcs Williams (1979) reported that the prop­
erties of an axial pump were improved by making the clearance 
narrower between the rotor blades and the stator blades. The 
pump's improvement is due to the Weis-Fogh effect; this is 
based on the fact that sufficient circulations are formed when 
two blades pass each other. The qualitative analysis was based 
on the assumption that the circulation of each wing remains 
constant after their interaction. However, when two wings with 
opposite circulations interact, their circulations may be can­
celed and the magnitude of circulation about each wing may 
decrease. 

Our results, especially our numerical analysis, indicate that 
it is doubtful that this type of the Weis-Fogh effect takes place. 
Therefore, it is recommended that the term, the Weis-Fogh 
mechanism, should indicate the mechanism of generating the 
circulations just when the wings start to move. In our case, 
that mechanism works when the wings are open with their 
trailing edges touching the side wall. 

//;/; 7777777777777777777777777777777-

Fig. 1 Model of the propulsion mechanism 
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Fig. 2 Driving unit of the wings 

Experimental Study 

Apparatus and Method. A circulation tank is used in the 
experiments. A driving unit of the wings shown in Fig. 2 is 
mounted on the frame of the channel so that the wings can 
move in the flow. The sliders in the unit move reciprocally in 
the direction perpendicular to the flow by changing the direc­
tion of the current supplied to a DC motor. The movements 
of the two sliders are synchronized by a common rotating shaft. 
The phase difference between the motions of two wings can 
be chosen as the in-phase (or the phase difference 0 deg) and 
the out-of-phase (or the phase difference 180 deg). In the in-
phase the two wings start to move from the same side of the 
channel and in the out-of phase they start to move from the 
opposite sides toward each other. The wings are pitched about 
their quarter-chord (Fig. 3). 

In order to obtain some information on the flow field about 
the wings, the flow is visualized by the hydrogen bubble method. 
Hydrogen bubbles are continuously and also intermittently 
generated to obtain, respectively, the streamlines and timelines. 

The balances are mounted on the rod, between the slider 
and the wing, to facilitate measurement of thrust and drag. 
The data are handled with a 16 bit personal computer (NEC 
9801) through an AD converter. The definition of the thrust 
T and the drag D are given in Tsutahara and Kimura (1987), 
that is, the thrust is defined as the component of the force on 
the wing in the positive x-direction, and the drag as the y-
component of the force in the direction opposite to the moving 
direction of the wing. This definition is the same as that in 
Tsutahara and Kimura (1987). The drag on the ship hull is not 
considered. The term "resistance" may be more suitable for 
the force referred to as "drag" here; but we shall once more 
use drag in this paper for the convenience of comparing the 
results with those in Tsutahara and Kimura (1987). 

jm 100 

Fig. 3 Structure of the wing and balance 

Two side boards 0.4 m apart from each other are equipped 
as in Tsutahara and Kimura (1987). The Weis-Fogh effect takes 
place between the wing and the wall or equivalently between 
the wing and its image with respect to the wall. 

The conditions of the experiments are as follows. The dis­
tance d between the pitching axes of the two wings is taken to 
be 0.11 m. The opening angle is chosen every 5 deg, from 10 
to 45 deg. The speed [/of the water flow is varied from 0.16 
to 0.31 m/s, and the speed Kof the translation of the wings 
varies from 0.12 to 0.36 m/s. 

Flow Patterns. We shall first present some examples of 
flow patterns obtained by the flow visualization, since it is 
helpful for understanding the whole flow. 

Figure 4 shows the timelines and the streaklines when the 
wings are at standstill. The flow is quasi-steady and the sep­
arations occur at the leading edges of the wings. Figure 4 is 
shown for the sake of comparison with the results for moving 
wings, Figure 5 through 7, which are shown together with the 
numerical simulations, are described later in detail. In Figs. 5 
to 7: a = 30deg, V/U=\, d=\A5 c, and £ = 2.5 c. 

Figure 5 shows the streaklines for the in-phase case obtained 
by the experimental and the numerical flow visualizations. The 
wings are translating in the direction of the arrows. There is 
no separation at the leading edges of the wings. This flow 
should be compared with that of the nonmoving wings shown 

Nomenclature 

p, p = reference points 
chord length of wing 
width of channel 
distance between two 
wings or points p and p' 
thrust and drag 
thrust coefficient and drag 
coefficient 

CT, CD = time averaged thrust coef­
ficient and drag coefficient 
density of water 
area of wing 

a - maximum opening angle 
V = moving velocity of wing 

c 
h 
d 

T,D 

P 
S 

u = 
V = 

T = 
1 c 

F = 
KJ = 

M = 
KJ = 

N,N' = 
Zj = 

* = 
r = 

X, Y = 

flow velocity 
propulsive efficiency 
period of one cycle of 
wing motion 
complex potential 
strengths of jth bound 
vortex in front wing 
number of bound vortices 
strengths of y'th free vortex 
numbers of free vortices 
position of y'th vortex 
stream function 
circulation about wing 
forces 

At 

Ar 

Mp 

Symbols 

gdZ 

time increment for numeri­
cal calculation 
distance between two 
bound vortices 
moment about point p 

values for rear wing 
complex conjugate 
integration along contour 
of wing surface 

Subscripts 
t = trailing edge 

p = point p 
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(a)

(b)

Fig. 4 Streamlines and limellnes for stationary wings

(a) Photograph,

(a) photograph

(b) Streak lines
Fig. 6 Streakllnes for the in phase when the Wings are closing

(a) photograph

(b) Streak lines

(c) Time lines

Fig. 7 Streaklines for the out 01 phase when the wings are translating

clusters of vortices exist rather symmetrically with respect to
the centerline.

Time Variation of the Thrust and the Drag. The thrust
and the drag coefficients are defined, respectively, as

(b) Streak lines
Fig. 5 Streakllnes for the in phase when the wings are translating

in Fig. 4. The streaklines when the wings are closing are pre­
sented in Fig. 6. Downstream of the wings, there are large'
clusters of vortices alternately near the upper wall and the
lower wall, which are produced when the wings close and the
flow is meandering between them. The wake from the each
wing is also detectable.

For the out-of-phase case, Fig. 7 shows the streaklines when
the wings pass each other. Figure 8 shows the streaklines and
the timelines through the one stroke by the numerical simu­
lation. In this case the meandering of the flow is not large, so
the fluid is flowing near the center of the channel, and the

'.'
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(a) Streak lines (b) Time lines 

Fig. 8 Streaklines and timelines for the out of phase through one stroke 

(a) Thrust coefficient 

(b) Drag coefficient 

Fig. 9 Thrust and drag coefficients for the in phase 

CT~\/2pV2S' CD~U2pV2S' ( ) 

where p is the density of the water and S is the area of the 
wing. An example of the time variation of the thrust coefficient 
and the drag coefficient for the in-phase and the out-of-phase 
are shown in Fig. 9 and in Fig. 10, respectively. The opening 
angle a, and the ratio of the wing's moving velocity V to the 
flow velocity U, V/U, were given the values 30 deg and 1, 
respectively. 

In Figs. 9 and 10, the dashed lines represent the values of 
the front wing and the solid lines represent those of the rear 
wing on the leeside. At the opening stage the thrust becomes 
negative. The same happens for the single stage type (Tsutahara 
and Kimura, 1987). This fact is also confirmed by the numerical 
analysis presented later. 

:Front wing 
:Rear wing 

(a) Thrust c o e f f i c i e n t 

:Front wing 
:Rear wing 

(b) Drag c o e f f i c i e n t 

Fig. 10 Thrust and drag coefficients for the out of phase 

In the case of the mode of operation in-phase, the thrust 
and the drag on the front wing are larger than those of the 
rear wing for almost the entire duration. In the case of the 
out-of-phase mode, on the other hand, a striking phenomenon 
is observed. The thrust on the front wing decreases but in­
creases on the rear wing when the two wings interact at the 
center of the channel. The same is true for the drag coefficient, 
although the difference between the characteristics of the two 
wings is not as clear as those of the thrust. 

The measurement error was evaluated to be less than 25 
percent, and the qualitative results, as described above, are 
true for all the trials. 

Averaged Forces. The time average of the thrust and the 
drag coefficients over five cycles versus velocity ratio V/U are 
presented in Fig. 11 and Fig. 12 for the cases of in-phase mode 
and out-of-phase mode, respectively. In Fig. 11, both the thrust 
and the drag for the in-phase mode are larger on the front 
wing than on the rear, and the difference is clear. In Fig. 12, 
however, both are larger on the rear wing, although the dif­
ference is smaller. In both of these figures the opening angle 
of the wings is 15 deg and the trend is the same for other 
opening angles. These averaged forces have rather constant 
values versus V/U by nondimensionalizing them with the mov­
ing speed of the wing V. In the previous paper by Tsutahara 
and Kimura (1987), the definition of the thrust and the drag 
coefficients was incorrect since these quantities were not di­
vided by V2 and by U2. The curves for those coefficients 
divided by U2 versus V/U were similar to quadratic curves. 
So that, for the purpose of comparison in the thrust and the 
drag between the two wings, nondimensionalizing the V2 will 
be more suitable. 

Efficiency. The propulsive efficiency is defined as 

ri= \ ' C T U d t \ 'CDVdt, (2) 

where Tc is the period of one cycle of the wing motion. In 
Figs. 13 and 14 the propulsive efficiency versus V/U for the 
three cases of the opening angles are shown. For the in-phase 
mode shown in Fig. 13, the front wing has a higher efficiency 
than the rear wing and the difference is as clear as in the thrust 
and the drag coefficients. However, for the out-of-phase mode 
(Fig. 14), the two wings have almost the same values. In all 
the cases, especially when the opening angle is small, the highest 
efficiency takes place when the ratio V/Ulsss than unity, which 
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Fig. 11 Average thrust and drag coefficients for the in phase 
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Fig. 12 Average thrust and drag coefficients for the out of phase 
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Fig. 13 Propulsive efficiencies for the in phase 

is true for the single-stage type. It is also noted that as the These facts may be explained by considering the velocity 
opening angle becomes smaller the region of high efficiency triangle often used in cascade theory (see, for example, Wis-
becomes narrower, that is, the peak of the efficiency curve licenus, 1969). The incident angle is defined by U and V, and 
becomes sharp. This is again true for the single-stage type. considering the opening angle which corresponds to the stagger 
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Fig. 15 Model of the numerical analysis 

angle, the maximum efficiency is achieved when the attack 
angle is suitable for a given quasi-steady flow. However, the 
flow we are here dealing with is unsteady, and its configuration 
changes very quickly, so that the understanding of the mech­
anisms that affect the efficiency requires more detailed study. 

It is noteworthy that with regards to efficiency, the quali­
tative difference between the two cases, the in-phase and the 
out-of-phase is clear. However, the average of the efficiencies 
of both wings, is almost the same for the two cases. This means 
that even for the case of the same phase the front wing increases 
its efficiency but the rear wing's decreases as compared to the 
single-stage type. Although the efficiencies for the single-stage 
type are not presented here, the values are closely identical to 
the above averaged values (in Tsutahara and Kimura, 1987, 
the efficiencies were higher because the model used in the 
previous experiment was larger and the loss due to the viscosity 
was less). This fact raises doubts on whether the Weis-Fogh 
effect takes place for this type of motion. This issue will be 
addressed further on. 

Although the propulsive efficiency did not increase by de­
signing this mechanism as a two-stage type, periodic acceler­
ations on the ship hull induced by the periodic motion of the 
wing will be reduced by controlling the phases of the wings 
motions in the two-stage type. This fact is of importance in 
actual applications. 

Numerical Analysis 

Method of Numerical Analysis. The discrete vortex method 
(see Leonard, 1980; Sarpkaya, 1989) is used for calculating 
the flow field and the forces on the wing. The model of the 
analysis is shown in Fig. 15, in which the wings are considered 
to be flat plates and they are represented approximately by M 
bound point vortices for each wing. It is assumed that sepa­
ration does not take place at the leading edges of the wings, 
so that the free point vortices representing the wake are in­

troduced at a point Ac distant from the trailing edge of each 
wing. 

We introduce the complex variable z = x + iy, where i2= - 1. 
The strengths and the positions of the bound vortices on the 
rear wing (marked 1) are expressed, respectively, by /c, and Zj 
(7=1,2 , • • •, M) , and those on the front wing (marked 2) are 
K'J and zj (y'= 1, 2, • • •, M). The strengths and the positions 
of the free vortices from the rear wing are, respectively, K,- and 
Zj (j= 1, 2, • • •, N), and those from the front wing are KJ and 
zj (j = 1, 2, • • •, N'), where Nand TV' have different values 
in general. The velocity v, is the moving or sliding velocity in 
the x-direction of the trailing edge when the wing is at the 
opening stage. The other symbols are the same as those in Fig. 
1. 

Taking the infinite numbers of images with respect to the 
two solid walls, the complex potential can be expressed in a 
closed form as 

F(z) = ]>>,•) log 
j=\ 
M 

+ 2>/]log 

N 

+ ]>>jlog 

M 

s m h ^ _ 
2/2 

. uir(z-zj) 
smh — 

2h 
. TT(Z-Z)) 

smh — 

sinh 

2h 

TC(Z-ZJ) 

2h 

- l o g 

- l o g 

- log 

- l og 

sinh 

sinh 

Tt(Z-Zj) 

2h 

TTJZ-Zj 

2h 

[ 2h 

sinh 
Tt(Z-Zj) 

2h 

+ Uz. (3) 

where upper bars over the complex variables represent the 
complex conjugates. 

The variables being determined at each time step are the 2M 
bound vortices and the newly introduced free vortex or vor­
tices. The free vortices do not change their strengths once they 
are shed. One free vortex is introduced from each trailing edge 
at each time step since the separation is assumed to take place 
only from the trailing edges. When the trailing edges are on 
the wall, free vortices are not introduced. 

The procedure for determining the variables is as follows 
(this is the same for the two wings, therefore only the conditions 
for one wing, i.e., the rear wing, will be presented): At the 
control points on the wing, located at the centers between 
adjacent bound vortices, the stream function \p ( = Im{F(z))) 
is represented by 

* = v„ dr+tph (4) 
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where Im refers to the imaginary part, v„ is the velocity com­
ponent in the direction normal to the wing surface, and r is 
the distance along the wing surface from the trailing edge. The 
variable \j/, represents the value of the stream function at the 
trailing edge, which is zero when the trailing edge is in contact 
with the lower wall and is - Uh when it is in contact with the 
upper wall, otherwise \j/, must be determined at each time step. 
When the trailing edge is in contact with the walls the value 
of i/>, is satisfied automatically by Eq. (3). Therefore, in this 
case, the following condition should be used: 

Re(fL,-"" (5) 

where Re refers to the real part, and the moving velocity v, of 
the trailing edge at z, can be evaluated by v,= Ktana. 

When the wing is translating in the flow conditions (4) are 
imposed at the control points, and at the trailing edge the 
Kutta's condition 

-Im 
ldF_ 

\dz 
Kcost (6) 

is satisfied instead of Eq. (5). One more condition is necessary 
for determining the value of the stream function at the trailing 
edge \f/,. This is Kelvin's circulation theorem 

2TT' 
(7) 

where T0 is the circulation around the wing just before the 
wing detaches from the wall. 

When the wing is closing, with the leading edge in contact 
with the^ wall, the discussion is the same as that when it is 
opening with slight changes in the definition of Eqs. (4) and 
(5). In this case, \j/, in Eq. (4) should be the stream function 
at the leading edge, and r is taken as a distance from the leading 
edge. Therefore v, in Eq. (5) is also the sliding velocity of the 
leading edge. 

The conditions presented above are for one wing only. Sim­
ilar conditions for the other wing must also be satisfied. These 
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Fig. 16 Thrust and drag coefficients and circulations. Motions of the 
wings are in the in phase and the distance d=2c. 

conditions for the two wings are implemented at each time 
step. The free vortices move with the local velocity of the flow. 

Forces and Moment on the Wing. • Let X and Y be the 
components of the force on the wing in the x-direction and 
the /-direction, respectively, which are expressed, by inte­
grating the pressure around the wing surface, as 

»& l^\\,.,:^~ ,. (8) X-iY=- ,(f' dZ + iP 
,dt 

dz, 

where B represents the contour of integration along the wing 
surface and dz is the complex conjugate of dz. The first term 
on the right-hand side in Eq. (8) can be evaluated easily by 
the theorem of residue and the second term is calculated by a 
technique in which the wing is considered to be cuts of the 
logarithmic functions and the arguments of these functions 
are estimated at the cut surface. The result for the rear wing 
is written in the form 

X-iY=- • wp — > .Kj COSh 
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2h 
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ir(Zj-zl) 
2h 

? = i 

+ - . , j , (9) 
where Ary-is the distance between K, and «,-_!, and Sncw represents 
the newly introduced free vortex. The expression for the front 
wing is similar to the above equation. 

The moment about the point p or p' in Fig. 15 can be 
obtained in a similar manner to that of the forces, and we shall 
omit here the detailed expression. 

The forces obtained by Eq. (9) are strictly due to the pressure 
of the fluid, so that when the wing is in contact with the wall 
at the leading edge or at the trailing edge, the reaction from 
the wall must be added to the forces. If we assume that there 
is no friction between the wing edge and the wall, only the 
drag must be modified. In this case, the reaction or the side 
force from the wall is the component in the /-direction, that 
is, the direction perpendicular to the flow only. If we let Mp 

be the moment about the point p, the reaction Yw will be 
expressed by 

= Mp cos a/r„, (10) 

where rp represents the distance between the point p and the 
edge touching the wall. When the sign of the moment changes 
and the wing does not act the force on the wall Yw should be 
zero. We should note here that in Eq. (10) we neglect the mass 
of the wing but the virtual mass of the fluid is of course 
considered, and Eq. (10) will be reasonable because the latter 
is much larger than the former. 

The definitions of the thrust and drag coefficients are, re­
spectively, CT=X/{(l/2)pV2c) and CD= ( Y+ YW)/{(U 
2)p V2c}. The average thrust and the drag coefficients are de­
fined as those averaged over four cycles and the propulsive 
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Ŝ SWw-rf' f&^v-iF 'Ji^f^ **im*'*' 
3 
xS* 
X. 

(a) Thrust coefficient 

Vt/h 

o :Front wing 
x :Rear wing 

je-nSJJ^ 1 i*a^. 
' • — - ^ 

*" ;-^-^ Vt/h 

(b) Drag coefficient 

o :Front wing 
,t x :Rear wing 

Vt/h 

(c) Circulation 

Fig. 17 Thrust and drag coefficients and circulations for the in phase. 
<d=1.1c) 

efficiency is given in Eq. (2). The circulation about the wing 
is 

(11) 

Numerical Results and the Forces. The conditions of the 
numerical calculations are matched with the experiments. The 
time histories of the thrust and the drag coefficient and the 
circulations about the wings, in the case of the two wings at 
a distance d=2c moving in the in-phase, are shown in Fig. 16. 

The error of the numerical simulation is hard to evaluate 
for the discrete vortex method. It strongly depends on the value 
of the time increment and on the point where the free vortices 
are introduced. A reliable method to obtain the optimum pa­
rameters has not established so far. Therefore, we chose the 
values of these parameters by several trials, and the error was 
evaluated less than 30 percent by comparing with the experi­
mental data. 

The differences between the forces on the two wings are 
almost indistinct; therefore the two wings do not affect each 
other even in such a short distance and the forces are almost 
identical to those in the single-stage type. The thrusts become 
negative when the wings open and become large positive when 
the wings close, and the same is true for all cases. These facts 
are detected in experiments, and more clearly in the single stage 
type reported in Tsutahara and Kimura (1987). It should be 
noted that the rear wing does not even get affected by the wake 
of the front wing. The same is also true for the out-of-phase 
case. 

The same coefficients and the circulations in the case of the 
wings close to each other are shown in Fig. 17. Both the thrust 
and the drag of the front wing are much larger than those of 
the rear wing. This may be due to the fact that the circulation 
of the front wing is larger than that of the rear wing. 

For the out-of-phase case, Fig. 18 shows that when the two 
wings meet at the center of the channel the thrust on the front 
wing decreases and that on the rear wing increases; and the 
average thrust on the rear wing is slightly larger than the front. 
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Fig. 18 Thrust and drag coefficients and circulations for the out of 
phase. (d=1.1c) 

Table 1 Averaged thrust, drag coefficients and propulsive efficiencies 
by numerical calculation 

AT 

0° 

180° 

Wing 

© 

® 
® 
® 

C~T 

1.6(1.3) 

0.9(0.7) 

1.2(0.8) 

1.6(1.1) 

C~D 

2.6(2.4) 

2.1(1.8) 

2.3(1.8) 

2.7(2.0) 

v(%) 

62(54) 

43(39) 

52(44) 

59(55) 

These calculation results agree well qualitatively with the ex­
perimental data. 

When the wings meet at the center of the channel the cir­
culation of the front wing decreases, on the other hand, that 
of the rear wing is not affected. This can be explained as 
follows. The essential factor determining the circulation about 
the wing is the flow in the vicinity of its trailing edge, because 
the vorticity on the surface of the wing is shed there. Therefore 
the front wing is strongly affected when the two wings pass 
each other, but the rear is not. 

The above fact implies that when two wings approach each 
other from the opposite direction and separate, the circulations 
about the wings are not necessarily strengthened but in general 
weakened because the directions of these circulations are op­
posite. This idea contradicts the hypothesis by Furber and 
Ffowcs Williams (1979) and this will be considered again in 
discussion. 

In Table 1, the averaged thrust and drag coefficients and 
the propulsive efficiency for a = 30 deg, V/U= 1, and d= 1.1c 
are presented with the experimental values for comparison. 
All the values of the numerical calculations are somewhat larger 
than those of the experiments. The differences may be ex­
plained as follows: The wings are assumed to be flat plates in 
the numerical analysis and when the wings are closing, the 
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forces will have large values, because the pressure of the fluid 
between the wing and the side wall becomes very high; whereas 
in the experiments the wings are streamlined and some clear­
ance exists between the wings and the walls even when the 
wings close. Another reason may be that in the experiments 
there is the free surface in the water tank, so that the two-
dimensionality is not strictly preserved at this stage. For ef­
ficiency in the calculation the separations occur only at the 
trailing edges and the loss is estimated to be lower than that 
in the experiments. 

Discussion 

Forces. We shall consider here the difference between the 
forces of the two wings qualitatively by examining the circu­
lations about the two wings. When the wings are moving in-
phase, the direction of the circulations are the same (Fig. 17), 
so that the flow velocity in the area between the two wings 
will become lower and the static pressure will become higher; 
then the two wings receive a repulsive force as shown in Fig. 
9. This is the reason why the thrust and the drag on the front 
wing are larger. 

For the out-of-phase case, the circulations have opposite 
directions (Fig. 18), so that a suction force exerted on the two 
wings in a similar manner (Fig. 10). In the former case, the 
wings always interact, but in the latter case they interact only 
when they pass each other. Therefore, the difference between 
the forces of the two wings is clearer for the in-phase case. 

In the above discussion, we only considered the force due 
to the velocity, that is, the first term in Eq. (8). The term 
representing the unsteadiness, or the virtual mass, is not con­
sidered. Nevertheless, the above qualitative discussion roughly 
explains the different characteristics of the two wings. 

The Weis-Fogh Effect Between the Two Wings. When two 
wings separate, circulations of opposite directions about the 
wings are produced immediately without any vortices shed, 
but not violating the Kelvin's circulation theorem. This is called 
the Weis-Fogh effect. When two wings originally at rest start 
to move and separate, this mechanism always works. But when 
the two wings which have already enough circulations come 
across, this mechanism does not always work, because if the 
circulations are determined by Kutta's condition when the wings 
pass then the circulation are not always strengthened and could 
even be weakened by canceling. In a realistic estimation, even 
if the circulations are strengthened, the thrusts on the two 

wings will not increase at the same time, as argued earlier in 
terms of the pressure change in the area between the two wings. 

Conclusions 
The dynamic properties of a two-stage type propulsion sys­

tem using the Weis-Fogh mechanism have been studied ex­
perimentally and numerically. The following results have been 
obtained: 

(1) The interaction between the two wings takes place when 
the wings are close to each other, but when the two separate, 
no effect of the wake of the front wing on the rear wing is 
detected. 

(2) When the phases of the two wings' motions are in phase, 
the thrust, the drag, and the propulsive efficiency of the front 
wing are higher than those of the rear wing. 

(3) When the phases are apart by 180 deg, the result is the 
reverse of the in phase and the differences between the char­
acteristics of the two wings are slight. 

(4) For both cases of phase differences, the propulsive ef­
ficiencies of the two wings do not increase at the same time, 
that is, one gains and the other looses, and the averaged value 
of the efficiencies of the two is almost the same as that of the 
single-stage type. 
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Power Augmentation Effects of a 
Horizontal Axis Wind Turbine With 
a Tip Vane—Part 1: Turbine 
Performance and Tip Vane 
Configuration 
This paper describes the experimental results of output power augmentation of a 
horizontal axis wind turbine with a tip vane. In order to find the relationship between 
the performance of the turbine and the configuration of the tip vane, various types 
and sizes were used. It was found that V-type and S-type tip vanes can improve 
turbine performance. Also, the dimensions of V- and S-type tip vanes were inves­
tigated. The maximum improvement achieved was a 25 percent increase in power 
in an existing wind turbine without a tip vane. 

1 Introduction 
The idea of augmenting the power output of a horizontal 

axis wind turbine by installing a tip vane on the blade tip was 
proposed by Van Bussel (1986) and Von Holten (1976) ten 
years ago. Although it has been proven theoretically that out­
put power can be increased through the use of tip vanes, the 
idea is difficult to implement in wind turbines. Following an 
extensive review of the literatures our experimental work has 
led to an increase of 20 to 25 percent in power over the power 
obtained without a tip vane. In a nutshell, we deduced that 

(1) To decrease induced drag, the induced vortex on blade 
tip must be kept as small as possible. 

(2) tip vane increases the flow rate across the rotor surface. 
Although these ideas differ from those proposed by Von 

Holten, their implementation leads to an increase in power. 

ratio is 2:1. The main shaft goes through the drive. At the end 
of the shaft, a slip ring is installed to measure the force on 
the blade. A torque meter is used. The braking load is provided 
by an electromagnetic brake. Figure 3 shows an example of 

o 

-5900 <1200 H* 

O I 

:Kkrf M 
•4600 

Honey come Mesh 

Fig. 1 Schematic diagram of open jet wind tunnel and test wind turbine 

2 Experimental Equipment and Method 
Figure 1 illustrates the open jet wind tunnel used in the 

experiment. Over the whole outlet surface the maximum de­
viation is 2.5 percent from average velocity. This nonuniform-
ity is due to turbulence. The relative nonuniform deviation is 
divided by the tip-speed ratio, leaving an operational turbu­
lence of approximately 0.5 percent (at a tip-speed ratio of (j> 
= 6) over the whole outlet. The horizontal axis wind turbine 
with a rotor diameter 1.160 m is placed 1.2 m from the tunnel 
outlet. 

To prevent downstream effects, we provided a distance of 
4.6 m behind the wind turbine. Figure 2 shows the interior of 
nacelle in detail. It consists of a double-geared drive; the gear 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
December 5, 1990; revised manuscript received November 18, 1993. Associate 
Technical Editor: W. Tabakoff. 

® 

© 

® 

® 

© 

® 

Boss 

Bearing 

Coupl irig 

Shaft 

Gear 

Sl ip ring 

® 

® 

® 

© 

© 

Tachometer 

Torque meter 

Electromagnetic 

brake 

Strobe switch 

Blade 

Fig. 2 The interior of nacelle in detail 

Journal of Fluids Engineering JUNE 1994, Vol . 1 1 6 / 2 8 7 

Copyright © 1994 by ASME
Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(1)

Wood
0.350
0.500
0.100
5.000

o
FX74CJ6J40

Equi-chord length
Twisted blade

V(A *B) SeA *B)

6-JOcm 8-J4cm
6-J2cm 8-JOcm
0-90 deg -30-0 deg
0-90 deg "
0.56-3.67
0-90 deg 0 deg

Dimensions of test blade

Dimensions of test tip vane

Table 1
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-..
~

"-
~

U ~

~

~

~

Plane form of blade

Material
Weight (kg)
Length of blade (m)
Tip chord length (m)
Aspect ratio
Taper ratio
Airfoil section

Table 2

A(=C+D+E)
B
a
(3

DIC
'Y

Torsion angle of blade i5 = tan '(300/573 x 27r x r,) rad where r, (m) is the length
from blade root

~

Fig. 6 Definition of inclination angle of rotor disk surface 0 to wind
direction

The relationship between the performance of the wind tur­
bine and the configuration of the tip vane will be described in
the following order.

(1) The effect on performance of the longitudinal and
transverse dimensions (B, C + D + E) (refer to Fig. 4).

(2) The effect on performance of the camber angles a and
{3 (refer to Fig. 4).

(3) The effect on performance of the ratio of the leading
edge length C to the trailing edge length D (refer to Fig. 4).

(4) The effect on performance of the fitting angle 'Y of the
tip vane on the blade tip (refer to Fig. 5).

(5) The effect on performance of the inclination angle 0
of the rotary surface of the blade to the wind flow (refer to
Fig. 6).

Table 2 lists the dimensions of tip vanes used in the exper­
iment. The experimental results are detailed in the next section.

Tip speed ratio (ratio of peripheral speed) is defined as

<p=Rn/U

Power coefficient is defined as

Cp = Tn/a.5 pU 37rR 2

E...,.=- .....

\
\
\
\

m \
\

I

E
u
o
$2

L~
V tYl!le t ipvane

Rotor disk
surface

Fig. 3 Wind turbine with tip vanes and a tip vane on the blade tip

"~
S type tipvane

Fig. 4 Definitions of V and S type tip vanes, camber angles of leading
edge c< and trailing edge (3 and the filling state on the blade tip

the wind turbine and tip vane. Table I lists the configuration
of the wind turbine blade used in the experiment.

In order to check the effects of a tip vane on the performance
of the wind turbine, we constructed various types of tip vanes
for our experiment. Table 2 shows the dimensions of tip vane
used in the experiment. These tip vanes were constructed sys­
tematically, based on the many configurations of tip vanes
that have been reported earlier. Through trial and error, we
found that V-type and S-type tip vanes were the most effective
in increasing power output. Figure 4 is a definition graph,
where a is the camber angle of leading edge, and {3 is the
camber angle of trailing edge. With the V-type tip vane, both
a and {3, the leading edge and the trailing edge open to outside
(a 2; a deg, (3 2; a deg). With the S-type tip vane, a, the
leading edge opens to inside, and {3, the trailing edge opens to .
outside.

Fig. 5 Definitions of pitch angle of the blade! to the rotor disk surface
and filling angle of lip vane l' on the blade tip

Nomenclature -----------------------------------

U
R
T
n

inlet wind speed
radius of rotor
resultant torque
angular velocity 'Y

air density
ratio of peripheral speed (tip
speed ratio)
angle of tip vane

o

Cp
Cp'
Cpu

angle between main flow and
rotary axis
power coefficient
ratio of power coefficient
ratio of power coefficient
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Fig. 7 Relationships between performance and aspect ratio of V type 
tip vanes on the wind turbine with V type tip vanes. (1) Relationship 
between power coefficient Cp and tip-speed ratio <j>. (2) Relationship 
between power coefficient ratio Cp' and tip-speed ratio <j>. (Uncertainty 
in Cp = 0.4 ± 0.002, Cp' = 1.2 ± 0.006 and ^ = 4 ± 0.02.) 
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Fig. 8 Relationships between performance and aspect ratio of S type 
tip vanes on the wind turbine with S type tip vanes. (1) Relationship 
between power coefficient Cp and tip-speed ratio <t>. (2) Relationship 
between power coefficient ratio Cp' and tip-speed ratio <j>. (Uncertainty 
in Cp = 0.4 ± 0.002, Cp' = 1.2 ± 0.006 and <t> = 4 ± 0.02.) 

3 Experimental Results and Discussion 
Figure 7 shows the relationship between the aspect ratio and 

performance. In Fig. 7-1, typical results of the V-type tip vane 
are shown, with the dimensions used as parameters. The max­
imum power coefficient obtained is 0.43 with the V(10* 10)-
and V(10*8)-type tip vanes. For the V(8*8)- and V(8* 10)-
type tip vanes, the power coefficient is slightly smaller than 
the maximum. The power coefficient of the others is again 
smaller in the order of V(8 * 6), V(8 * 12). Figure 7-2 shows 
the relationship between the ratio of the output coefficient Cp' 
and the tip speed ratio, where Cp' is defined as the ratio of 
the power coefficient with a tip vane to that without a tip vane 
with the same tip speed ratio (see Eq. (1)). This figure indicates 
that the maximum value is 1.25 for the V(10 * 10)- and V(10 * 8)-
type tip vanes. This means that we can achieve 25 percent 
augmentation of the power coefficient by using one of these 
tip vanes. For the V(8*8)- and V(8* 10)-type tip vanes, the 
Cp' value is 1.23. 

Figure 8 shows the power coefficient Cp (Fig. 8-1) and the 
ratio of the power coefficient Cp' (Fig. 8-2) for the S-type tip 
vane. In Fig. 8-1, the maximum value is approximately 0.43 
to 0.44, nearly the same as that for the V-type tip vane. The 
tip vanes with large Cp values are S(14*10) and S(14*8), 
followed by S(12*8) and S(12*10). We concluded that the 
power coefficient is larger when the tip vane length D is longer. 

\ - 2 
( 3 ) 

-Si 
Fig. 9 Relationships between outer diameter R + Ds in /3o r f l + C s i n a 
of rotor with tip vanes and configurations of various tip vanes, camber 
angles of leading edge and trailing edge a and fi are changed 

However, if D is too long, the tip vane will bend by centrifugal 
force. Furthermore, vibration intensity will be intensed. The 
maximum Cp value in Fig. 8-2 is 1.27, indicating that the power 
coefficient is 27 percent larger than that without a tip vane. 
This value is slightly larger than that achieved with the V-type 
tip vane. 

In Figs. 7 and 8, the experimental results with optimal per­
formance are shown. In next figure, we discuss the effect on 
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Fig. 10 In case of V type tip vane. Relationships between leading and 
trailing edge lengths C and D and (1) the ratio of power coefficient Cp', 
and (2) the ratio of power coefficient Cp". (Uncertainty in Cp' = 1.2 ± 
0.006, Cp" = 1.1 ± 0.0055 and 0 = 4 ± 0.02.) 

performance of the ratio of the leading edge length C and the 
trailing edge length D (where C + D = constant). As shown 
in Fig. 9, with the tip vane length C + D remaining constant, 
the outside diameter is altered by the change in the ratio of C 
to D. The change in performance due to C and D will be 
presented, using parameters Cp' and Cp", which are defined 
as follows: 

Cp' = 

power coefficient with a tip 
[where input area is % R 

.vane 

power coefficient without a tip vane 

power coefficient with a tip vane 
„ [where the input area is 7r (R + dR)2] 

power coefficient without a tip vane 

(2) 

(3) 

where dR expresses the increase of the outside diameter of the 
tip vane. Therefore, as shown in Fig. 9-2, dR = C sin a when 
C sin a > D sin /3, and as shown in Fig. 9-3, dR = D sin /3 
when D sin /3 > C sin a. 

As a typical example, Fig. 10-1 shows the ratio of the power 
coefficient Cp' for a V(8*8)-type tip vane, when C + D = 
7 cm. The lengths of C and D vary: (C, D) = (1.5 cm, 5.5 
cm), (2.5 cm, 4.5 cm), (3.5 cm, 3.5 cm), (4.5 cm, 2.5 cm), 
where a = 15 deg and /3 = 20 deg. Figure 10-1 shows that 
the Cp' value reaches its maximum at C = 1.5 cm, and D 
= 5.5 cm. The next highest Cp' value is at C = 2.5 cm, and' 
D = 4.5 cm. When the leading edge is longer than the trailing 
edge, for instance at C = 4.5 cm, and D = 2.5 cm, the Cp' 
value becomes small. 

Considering the outside diameter of wind turbine with tip 
vane as R 4- dR, we get ratio of power coefficient Cp". The 
results are shown in Fig. 10-2. The difference between the 
various symbols becomes considerably small. Based on these 
results, we have chosen the V(8 * 8)-type tip vane as the stand­
ard tip vane. 

a 
u 

1.1 

1,0 

- ( 2 ) 

%h> 
-4-j 

•<t> 

Fig. 11 In case of S type tip vane. Relationships between the camber 
angle of leading edge a, and (1) the ratio of power coefficient Cp' and 
(2) the ratio of power coefficient Cp". (Uncertainty in Cp' = 1.2 ± 0.006, 
Cp" = 1.1 ± 0.0055 and <j> = 4 ± 0.02.) 
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Fig. 12 In case of Vtype tip vane. Relationships between the camber 
angle of trailing edge ji, and (1) the ratio of power coefficient Cp', and 
(2) the ratio of power coefficient Cp". (Uncertainty in Cp' = 1.2 ± 0.006, 
Cp" = 1.1 ± 0.0055 and «A = 4 ± 0.02.) 

As shown in Fig. 9-1, if a > 0, the tip vane is a V-type, 
otherwise, it is an S-type. Performance varies with a and /3. 
Even if the lengths of C and D are kept constant, the outside 
diameter of the wind turbine depends on a and )3. 

Figure 11-1 shows the ratio of the power coefficient where 
(3 = 20 deg and a varying between - 30 and 90 deg. The largest 
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Fig. 13 In case of V type tip vane. Relationships between the fitting 
angle of tip vane 7 on the blade tip and power coefficient Cp. (Uncertainty 
in Cp = 0.4 ± 0.002.) 

Cp' value is when a = 90 deg, whereas the smallest value is 
when a = - 30 deg. When a = 90 deg, the outside diameter 
is R + C, as shown in Fig. 9-2. By taking the practical outside 
diameter as R + dR,v/e get Cp " ratio of the power coefficient, 
where, dR = C sin a or dR = D sin /3 (see Fig. 9). These 
results shown in Fig. 11-2 are very different from those shown 
in Fig. 11-1. The largest Cp" value is when a = 15 or a 
= 30 deg, but the Cp " value when a = 90 deg is much smaller. 

Next, the relationship between the camber angle of trailing 
edge |8 and performance is discussed. In Fig. 12-1, keeping a 
= 15 deg, (5 between 0 and 90 deg. The largest Cp' value was 
achieved when j3 = 40 or (5 = 60 deg., and the smallest Cp' 
value when /3 = 0 deg. Figure 12-2 shows the ratio of power 
coefficient Cp", when the outside diameter is 7? + dR. Since 
Cp" = 1 when j3 = 90 deg, and Cp" = 1.05 when 0 = 60 
deg, there is little improvement in performance. Referring to 
Fig. 9-3, the practical length of blade is larger by D, when /3 
= 90 deg and the length is larger by D sin 60 deg, when (3 = 
60 deg than the corresponding quantities without a tip vane. 

We can then conclude from Figs. 11 and 12 that; (1) The 
effects of augmenting output are very reasonable when a = 
15 to 30 deg and /3 = 10 to 30 deg, with a = 15 deg and 0 
= 20 deg being particularly effective; and (2) when /3 is large, 
i.e., between 60 and 90 deg, it becomes ineffective in aug­
menting the output power. Likewise, the augmentation effects 
are very small when a = 90 deg. 

As shown in Fig. 5, the fitting angle 7 can be changed. 
Figure 13 shows the power coefficient Cp for different 7 values. 
Cp is largest when 7 = 0 deg. Figure 13 shows that as 7 
increases, Cp becomes smaller. This observation suggests that 
the tip vane has a braking effect by changing the fitting angle 
7. Therefore, in response to wind speed, we can control the 
tip vane in order to keep the rotary speed of the turbine con­
stant, similarly to controlling the pitch angle of the blade. 

We will now discuss performance when the rotary surface 
of the blade is inclined to the wind direction. Figure 14 shows 
the relationship between the power coefficient and the tip speed 
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Fig. 14 In case of V type tip vane. Relationships between the inclination 
angle of rotor surface 9 and power coefficient Cp. (Uncertainty in Cp = 
0.4 ± 0.002 and Cp' = 1.1 ± 0.0055.) 
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Fig. 15 In case of S type tip vane. Relationships between the inclination 
angle of rotor surface 6 and power coefficient Cp. (Uncertainty in Cp = 
0.4 ± 0.002 and Cp' = 1.1 ± 0.0055.) 

ratio of the wind turbine with a V-type tip vane; Figure 15 
shows the same with an S-type tip vane. Furthermore, the ratio 
of the power coefficient Cp' is shown for four characteristic 
values of 6. 

For both the V-type and the S-type, the power coefficient 
Cp is reduced when 6 is large. But, regardless of the value of 
d, Cp' is greater than 1 for both types. This indicates that even 
when the rotary surface of the blade is inclined to the wind 
direction, the effect of the tip vane can be achieved, although 
the percentages of augmentation will differ. For the V-type 
shown in Fig. 14, the percentage is largest when 6 = 45 deg, 
whereas it has almost the same value when 6 = 0 to 30 deg. 
For the S-type, the percentage is largest when 6 = 30 to 40 
deg, and it becomes smaller when 6 = 0 to 15 deg. 

4 Conclusions 
(1) Although there are many types of tip vanes, the V-type 

and the S-type plate tip vanes that we have been proposed are 
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most effective in augmenting power output. By using the op­
timum configurations, we achieved 20 to 25 percent increase 
in power output than would be possible with a wind turbine 
without a tip vane. 

(2) For V-type and S-type tip vanes, the aspect ratio to the 
chord length of the blade tip is an important parameter. 

(3) The camber angles a and /3 of the tip vane are important 
factors. The optimum camber angle values are a = 15 deg 
and (3 = 20 deg. 

(4) Output power is affected by the fitting angle 7 of the 
tip vane. Therefore, by varying the fitting angle we can control 
power output or maintain a constant rotation speed. 

(5) Even when the angle between the rotary surface of the 

blade and the wind flow is changed, the blade with a tip vane 
yields higher performance than that without a tip vane. 
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Power Augmentation Effects of a 
Horizontal Axis Wind Turbine 
With a Tip V a n e -
Part 2: Flow Visualization 
This paper presents a discussion of the physics of the flow discussed in our first 
report (Shimizu, Y. et al., 1990). By visualizing the flow around the tip vane, the 
following results were drawn: 1) The strength of the tip vortex, the induced drag 
and turbulence on the blade tip can be diminished with a tip vane. 2) The inflow 
rate to the rotary surface of wind turbine can be increased with the tip vane. 

1 Introduction 
In the accompanying first part of this paper (Shimizu et al., 

1990), we reported on the experimental results of augmenting 
the output power of a horizontal axis wind turbine by using 
a tip vane. In this paper, we provide flow visualization results 
to explain the physical aspects of the modifications with the 
addition of tip vanes. As described in our first report, following 
goals were set: 

(1) Decreasing the induced drag; 
(2) Increasing the inflow rate across the rotary surface. Here, 

we will discuss whether our goal was realized using the flow 
visualization method around the wind turbine. 

2 Experimental Equipment and Method 
In this experiment, we used the same wind tunnel that was 

described in our first report (Shimizu et al., 1990). Figure 1 
shows the equipment employed in the wind tunnel in order to 
visualize the flow. 

The surface tuft method and the smoke method were em­
ployed for flow visualization. For the surface tuft method, 
cotton embroidery thread was used. The tuft is unraveled to 
adjust its length. For the smoke method, we constructed a 
high-performance smoke generator especially for our pur­
poses. 

Figure 2 shows the configuration of the smoke generator. 
First, compressed air is generated from a compressor (T). 
Then, air air tank (2) is attached. A valve (5) adjusts the air 
volume sent to the nozzle. The area enclosed by a dashed box 
in Fig. 2 is the heart of the smoke generator. Copper pipe (6) 
is filled with liquid paraffin. Part of the pipe has heat-resistant 
putty glued to it and a 600 W nichrome wire wound around 
it. It is here that the liquid paraffin is heated and vaporized. 
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© Hind tunnel 

© Hot wire aneaoaete 

Saoke nozzle 

i Turbine nacelle 
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® Video caaera 

Saoke generator 

Exhaust fan 

Fig. 1 Schematic diagram of experimental equipment of flow visual­
ization in wind tunnel 

Fig. 2 Details of smoke generator equipment 
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V(S*S) , B=Scm
V(S*10) , B=10cm

Fig. 3 Shape and dimension 01 V type tip vane used in the experiment

Q.

U

.3

.2

J

V TYPE TIPVANE BLADE

U=5.6./s or 3.5./s e =0' !: =4' r =0'

a=15' 11=20'

Non-tipvane blade

. (U=5.6./s) '.,-

Non-tipvane blade

(U=3.5./.)

A : V(8*8) U=5.6m/.

" : V(8*10) U=5.6m/.

• : V(S"8} U=3.5m/s

900 3

2700

Fig. 4 Delinition 01 azimuth angle '"

The smoke from the vaporized liquid paraffin is directed to
the nozzle ® where it mixes with the compressed air from
another nozzle 8). In order to provide a constant smoke
density, it is necessary to maintain a constant height of the
liquid surface. A tank with large free surface is connected to
the copper pipe by a coupling pipe. The smoke generated in
this w~ is sent to the smoke tank @ through a heat-resistant
hose Qj) (silicon based). The smoke tank is required to prevent
the vaporized paraffin from returning to a liquid state, which
would block the hose. Finally, that smoke is sent through the
nozzle @ .

Figure 3 shows the shape and dimensions of V-type tip vane
used in our experiment. By using this tip vane, the highest
power coefficient can be obtained (refer to our first report,
Shimizu et aI., 1990). The same result can be obtained with
the S-type tip vane. The reason for this is the same as with
the V-type tip vane.

Figure 4 shows the definition of the azimuth angle'!' (which
is defined as the angle as viewed from upstream of the rotary
surface). The pictures taken by the smoke method were ob­
tained with a wind speed of 3.5 mis, at a rotation speed of

Fig. 5 Ellects 01 Reynolds number to power coellicients Cp (Uncer·
tainty in Cp=0.4±0.002 and </>=4±0.02)

Fig.50 Fig.5 b Fi g. 6c

Fig. 6 (a) Tuft picture around blade tip without ~ip vane; (b) tuft pictu~e

around blade lip with V(8 x 8) tip vane; (c) lult picture around blade tiP
with V(8 x 10) lip vane

approximately 270 rpm, which is the most efficient point. A
V(8 *8)-type tip vane was used and the nozzle was set at an
azimuth angle of '!' =0 deg. The horizontal axis wind turbine
has two blades. Each blade is named A or B.

3 Experimental Results and Considerations

3.1 The Effect of Wind Speed for the Performance of Wind
Turbine. Here we will discuss the relationship between wind
speed and the performance of the wind turbine with the
V(8 *8) - and V(8 * IO)-type tip vanes, which demonstrated
high performance in the experiment described in our first re­
port. Until now, the wind speed in our experiment was 5.6

Nomenclature ----------------------------------

U
R
T

inlet wind speed
radius of rotor
resultant torque

n
p

<I>

angular velocity
air density
ratio of peripheral speed (tip
speed ratio)

'Y
()

Cp

angle of tip vane
angle between main flow and
rotary axis
power coefficient
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Fig.7 b 1jf=60'

Fig. 9(a) Picture of tip vortex. Without lip vane on the blade tip. By
smoke line method.

Fig.7c 1jf-120'

Flg.7 With V(8*8) tip vane. Relationships between tip vortex and azl·
muth angle +. Flow visualization by smoke line method.

Blade A

Fig. 8 Smoke line model of tip vortices behind rotor

m/s. Reynolds number for blade tip on the maximum power
coefficients are about 1.5 x 105

• However, for the smoke vis­
ualization method, this speed would cause the smoke to diffuse.
The present experiment was performed with a wind speed of
3.5 m/s. Reynolds number is about 1.05 x 105

• Figure 5 shows
the relationships between Cp (power coefficient) and <I> (tip
speed ratio) for different wind speed. Though some differences
for Cp are seen the results of this visualization experiment are
similar to those for speeds over 5 m/s.

3.2 Flow Visualization on the Blade Surface. We visu­
alized the flow on the blade surface using the surface tuft
method as shown in Fig. 6. In this figure, the upper row of

Journal of Fluids Engineering

Fig. 9(b) Picture of tip vortex. With V(8 x 8) type tip vane on the blade
lip. By smoke line method.

frames presents tuft photographs and the lower a model of
the streamlines.

Figure 6a shows the flow on the blade surface of a plain tip
at the point of maximum efficiency. The flow on the blade
surface takes the same shape as the blade tip in the picture.
Furthermore, it turns toward the leading edge at point A. Near
the blade tip at point B, the tufts flap violently. The tip vortices
are exhibiting random-motion behavior. This is difficult to
understand from the picture

The V(S *S)-type tip vane showed the highest performance
in our experiment. Compared to the previous case in Fig. 6(a),
Fig. 6(b) shows that the air flows along the chord at the blade
tip. Furthermore, it no longer exhibits random-motion be­
havior, so that high performance can be obtained.

With a V(S *10)-type tip vane (Fig. 5), it is clear that this
type of tip vane yields nearly the same performance as the
V(S *S)-type tip vane. In Fig. 6(c), a little separation area can
be seen from the motion of tufts at the corner of blade tip (D
area in Fig. 6(c», in which tuft directions become random,
but not enough to diminish the output.

3.3 Smoke Visualization of the Flow Around the Blade Tip
and the Tip Vortex

3.3.1 The Behavior of the Tip Vortex. The previous sec­
tion presented flow visualizations of the flow on the blade
surface using the surface tuft-method. Here, we provide pic­
tures of the flow behind the rotary surface and analyze them
in detail. First, in order to present a model of wind flow, we
analyzed the relationship between the azimuth angle '1' and the
tip vortex.

Figure 7(a) is a picture at an azimuth angle of '1' = 0 deg.
The tip vortex near the blade will be referred to as vortex CD.
Tip vortex 0 is generated by blade B, and tip vortex CD is·
generated by blade A in the previous rotation. Figure 7(b) is
taken at an azimuth angle of '1' = 60 deg. From this picture,
it can be seen that a new vortex CD is generated just between

. vortex 0 and the rotary surface. This tip vortex CD is gen­
erated by blade A. Figure 7(c) shows that with an azimuth
angle of '1' = 120 deg, tip vortex CD and tip vortex 0 grow
larger than before.

Although Fig. 7(d) seems similar to Fig. '!ia), the tip vortex
has been changing. In Fig. 7(a), tip vortex CD is generated by
blade A and tip vortex C22 is generated by blade B. In Figs.
7(b) and 7(c), tip vortex Q) is generated by blade A.

In Fig. 7(d), another new tip vortex is generated by blade
B. Figure S shows a model combining the previous pictures,

JUNE 1994, Vol. 116 I 295
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Fig.10 Without tip vane. Flow visualization around blade tip by smoke
line method

i.e., a cross section of the spiral of vortices emanating from
the blade tips.

3.3.2 Comparison of the Blades With and Without Tip
Vane. We compared the flow of a blade with a tip vane and
without a tip vane, taking into account the mechanism of the
tip vortex generation described in the previous section. The
pictures in Fig. 9 were taken at a wind speed of 3.5 mis, an
azimuth angle of if = 0 deg, and a rotation speed near the most
efficient point (270 rpm).

(a) Fig. 9(a) shows the induced vortex generated at the blade
tip without a tip vane. In this picture, a strong vortex with
clear core, like the eye of a typhoon or hurricane, is apparent.
When a V(8 *8)-type tip vane was used (Fig. 9(b), the gener­
ation of a tip vortex is restrained. No strong tip vortex like
that in Fig. 9(a) can be found. This means that the tip vane
can restrain the generation of a vortex at the blade tip. .

(b) From Fig. 9, we examined the position of the vortex core
generated by the blade tip. Compared with the blade without
a tip vane, the vortex core with the V(8 *8)-type tip vane is
spread 4 cm to outside. From this picture, we understand that
by using a tip vane, not only can the tip vortex be restrained,
but the downstream flow can be spread successfully as well.

(c) Fig. 10 (without a tip vane) and Fig. 11 (with a tip vane)
were shown to investigate the difference of the tip or trailing
vortices. As shown in Fig. 12, the position of the smoke nozzle

296/ Vol. 116, JUNE 1994

Fig. 11 With tip vane. Flow visualization around blade tip by smoke
line method

.....J
(/)

(j) Fig. iO.

a> Fig. i1.
<3l Fig. iOb

® Fig. lib

@ Flg.IOd

lID Fig. lld

crJ Critical nozzle position

(l'fon-tipvane blade L=c63ca)

{!} Critical n07.7.1e position

(V(8*8)-tipvane blade L=69cm)

Fig. 12 The model of smoke lines around turbine rotor
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is displaced in the radial direction upstream of the rotary sur­
face. The solid line shows the position of the stream line when 
a tip vane is used, and the dashed line shows the position when 
no tip vane is used. By checking the relationship between the 
position of the smoke nozzle and how the induced vortices are 
generated, the extent of flow drawn to the rotary surface can 
be ascertained. Furthermore, by moving the nozzle further 
outside, we determined the position at which no effect of the 
tip vortex would appear. This position is 63 cm from the rotary 
center without a tip vane and 69 cm from the rotary center 
with a tip vane. This means that, when a tip vane is not used, 
the tip vortex can be found within 63 cm; beyond this the flow 
line bends only slightly. When a V(8 * 8)-type tip vane is used, 
though the generation of a tip vortex is restrained, the critical 
point of the tip vortex effect is expanded to 69 cm. This result 
shows that the flow expands radially by 6 cm when tip vane 
is used. 

It is deduced from the above results and the velocity dis­
tributions around blade tip with and without tip vane, meas­
ured by authors [see references, Shimizu, Y., et al. 4 (1993)], 
that more air enters into the rotary surface when tip vane is 
set. The reference paper [Shimizu, Y., et al., 4 (1993)] shows 
the improved and increased axial velocity distributions near 
blade tip with tip vane, comparing the result without a tip 
vane. 

4 Conclusions 
We investigated the effect of tip vane through the flow 

visualization method and drew the following conclusions: 
(1) The generation of the tip vortex is restrained. Flow tur­

bulence near the blade tip and induced drag are reduced. 
(2) The flow downstream of the wind turbine is spread suc­

cessfully, by tip vanes. 
(3) More air is drawn into the rotary surface. 
(4) In order to achieve the above effects efficiently, a suitably 

shaped tip vane is required. 
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Electromagnetic Pump With 
Thin Metal Walls 
This paper treats a liquid-metal flow in a rectangular duct with a strong, uniform, 
transverse magnetic field and with thin metal walls, except for two finite-length, 
perfectly conducting electrodes in the side walls, which are parallel to the magnetic 
field. There are large velocities inside the boundary layers adjacent to the thin metal 
side walls, but not inside the layers adjacent to the electrodes. Upstream and down­
stream of the electrodes, a significant fraction of the total flow leaves and enters 
the side-wall boundary layers, respectively. For the particular duct treated here, the 
fully developed side layers, which carry 38.8 percent of the total flow, are realized 
at a distance of three characteristic lengths from the ends of the electrodes. 

Introduction 
A liquid metal can be pumped by the electromagnetic (EM) 

body force due to the interaction of an electric current between 
a pair of electrodes and a magnetic field produced by an ex­
ternal magnet. The pump treated here has a rectangular cross 
section, a uniform magnetic field applied perpendicular to the 
top and bottom walls, and a pair of perfectly conducting elec­
trodes with an externally applied voltage difference in the side 
walls. A longitudinal and two cross sections are shown in Fig. 
1. The characteristic length L is half the distance between the 
side walls, 2a is the dimensionless distance between the top 
and bottom, 2b is the dimensionless length of each electrode, 
and t is the thickness of all walls except the electrodes. The 
electrical conductivities of the liquid metal, non-electrode metal 
walls and electrodes are a, aw, and o°. The externally applied 
magnetic field is By, where B is the magnetic flux density, 
while x, y, and z are the Cartesian unit vectors. The dimen­
sionless electric potential function <j> has the constant values 
± </>0 for the electrodes at z = ± 1. 

We assume that the magnetic Reynolds number R,„ = jxpaUL 
is sufficiently small that we can neglect the magnetic field 
produced by the electric currents in the liquid metal and duct 
walls. Here nP is the magnetic permeability of the liquid metal, 
and the characteristic velocity U is the average of the x com­
ponent of the velocity. We assume that the Hartmann number 
M=BL(a/jx)la is large so that viscous effects are confined to 
Hartmann layers with Q(M~[) dimensionless thickness adja­
cent to the top and bottom, and to side layers with 0(M~ ) 
dimensionless thickness adjacent to the side walls (Roberts, 
1967). Here IJ. is the viscosity of the liquid metal. We also 
assume that the interaction parameter N=oB2L/pU is suffi­
ciently large that inertial effects can be neglected everywhere, 
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where p is the density of the liquid metal. Since the side layers 
adjacent to the thin metal side walls involve large, 0(M ) 
values of the dimensionless axial velocity u, the last assumption 
requires that N»MV2 (Walker et al., 1971). 

Treatments of pumps with electrically insulating nonelec-
trode walls (ow — 0) are included in several textbooks (Shercliff, 
1962). With R „ , « 1, M » 1 and insulating walls, u= 1 every­
where, except in the viscous boundary layers which play no 
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Fig. 1 Sections of an electromagnetic pump showing dimensionless 
coordinates and distances, (a) Longitudinal section perpendicular to the 
magnetic field, (b) cross section for Ixl <b, (c) cross section for Ixl >b. 
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significant role in the problem. For this slug flow, <j> is inde­
pendent of y and is governed by Laplace's equation in x and 
Z, with the prescribed values at the electrodes and with d<t>/ 
dz= 1 at z= ±1 for Ixl >b. In many uses of EM pumps, such 
as feed pumps for liquid sodium in fast breeder reactors, elec­
tronically insulating ceramic materials are not compatible with 
hot liquid metals, and duct walls must be metal. Since the 
pressure drop for a rectangular duct is proportional to the wall 
conductance ratio c = owt/oL, the design objective is to mini­
mize c by minimizing /. With liquid sodium and stainless steel 
walls, strength limitations generally keep values of c at roughly 
0.1 for typical pumps. With thin metal walls, the flow is not 
slug flow, a significant fraction of the total flow is carried by 
0(M1 /2) values of u inside the side layers for Ixl >b, flow 
leaves and enters these layers upstream and downstream of the 
electrodes, respectively, and flow is redistributed in the y di­
rection inside the side layers. Therefore the flows in EM pumps 
with insulating and thin-metal walls are quite different. 

In the inviscid core region, the dimensionless EM body force, 
j x y , exactly balances the pressure gradient, Vp, where j is 
the dimensionless electric current density. All or part of the 
electric current entering or leaving each thin metal wall at 
z= ±1 flows in the y direction inside the side wall, and this 
requires a voltage difference between y = 0 and y= ±a . Since 
voltage is continuous at the liquid-solid interfaces, the j-var-
iations of <f> inside the side layers drive currents in t he / direction 
and thus locally reduce the value of jz from its core value. The 
corresponding reduction in the side-layer EM body force from 
its core value leaves part of the pressure gradient unbalanced, 
so that the side-layer flow accelerates until u = 
0(M1 /2) and viscous forces restore the force balance. For fully 
developed flow with c = 0.1 and a = 2, 38.8 percent of the total 
flow is carried by the high-velocity side layers, so that u = 0.612 
in the inviscid core (Walker, 1981). Since <j> is constant through­
out each electrode, there are no significant .y-variations of 4> 
and no 0(M1 /2) values of u inside the side layers adjacent to 
the electrodes, and the average value of u in the core for I x I < b 
is 1. Downstream of the electrodes, 38.8 percent of the total 
flow enters the side layers from the core. The flow entering a 
side layer has a uniform distribution in y, while the fully de­
veloped side layer has a parabolic flow distribution from zero 
at y= ±a to a maximum at ^ = 0. Therefore there is a redis­
tribution of the flow in the y direction inside the high-velocity 
side layers adjacent to the thin metal side walls for \x\>b. 

There have been many analytical, numerical and experi­
mental studies of liquid-metal flows in EM pumps with in­
sulating walls or thin metal walls. For the three-dimensional 
flows in pumps with thin metal walls, the numerical solution 
of the full Navier-Stokes and electromagnetic equations be­
comes progressively more challenging as the magnetic field 
strength is increased and the thickness of each boundary layer 
decreases. Some researchers have ignored variations along 
magnetic field lines and have developed numerical solutions 
of the full equations for the resultant two-dimensional prob­
lems for strong magnetic fields (Winowich and Hughes, 1983). 
In this paper we present a numerical solution for the three-
dimensional flow with a magnetic field which is sufficiently 
strong that inertial effects are negligible. Our approach com­
plements the numerical solution of the full Navier-Stokes equa­
tions: for moderate magnetic-field strengths, inertial effects 
are important, our approach is invalid, and the solution of the 
full equations is both necessary and practical because bound­
ary-layer thicknesses are modest; for strong magnetic fields, 
the solution of the full equations becomes extremely difficult, 
but our approach is then valid. 

While many future applications with superconducting mag­
nets and low-density liquid metals will have very large inter­
action parameters, most EM pump experiments to date have 
involved relatively weak magnetic fields and often high-density 
mercury. Alexion and Keeton (1985) present experimental 

measurements of pressure in an EM pump with thin metal 
walls and large values of the interaction parameter. Their pres­
sure variations agree well with out results, but quantitative 
comparisons are not possible because their magnetic-field 
strength decreases to zero near the end of the electrodes while 
we assume a uniform magnetic field everywhere. 

Analysis 

For R , „ « l , - M » l j and N»M3/2, the dimensionless 
equations governing the core variables are 

V p = j x y , j = - v < £ + v x y , V - v = V « j = 0, (\a-d) 

where v = ux + vy + wi. is the velocity normalized by U, while 
p, j , and <j> are normalized by aUB2L, aUB and UBL, re­
spectively. Equation (la) is the momentum equation without 
the inertial and viscous terms, (lb) is Ohm's law, Eq. (lc) is 
the continuity equation and Eq. (Id) is the conservation of 
charge equation. The flow is symmetric about the y = 0 and 
z = 0 planes, and, without inertial effects, it is also symmetric 
about the x = 0 plane. Therefore we need only treat the flow 
for 0<x<oo , 0<y<a, and 0 < z < l , with appropriate sym­
metry conditions at the x=Q, y = Q and z = 0 planes. 

For thin walls t«L. Neglecting 0(t2/L2) terms, the electric 
potential of the top wall at y = a for x>0, </>,, is independent 
of y, and the electric potential of the thin metal side wall at 
z= 1 for x>b, 4>s, is independent of z (Shercliff, 1956). The 
tangential components of the dimensionless electric current 
density in the top and thin metal side are 

Jx 

Jx 

• d4>t 
' dx' 

d<ks 
dx' 

Jz, 

Jys -

a dz' 

Ow d<jh 

a dy' 

(2a,b) 

(2c,d) 

With an electrical insulator at the outside surface of each thin 
metal wall, integration of Eq. (Id) through the top or side 
yields boundary conditions on the 4> and j in the liquid metal 
(Walker, 1981), 

<j> = 4>,(x,z), jy = 
(o1(t>i d24>t 

~C\dx2 + dz2 at y = a, (3a,b) 

4> = 4>Axj), jz=-c 
(o24>s d24>, 
\dx2 + dy2 at z=l, for x>b. 

(3c,d) 

While we neglect Q(t2/L2) terms in order to derive the con­
ditions (3b,d), we keep c=awt/aL as an O(l), specifiable pa­
rameter (Moon and Walker, 1990). 

The Hartmann layer at y = a satisfies the no-slip conditions 
at the top and matches any core values of u and w. The jumps 
in v, jy and <f> across the Hartmann layer are 0(M~'), 0(M~') , 
and 0(M2), respectively (Walker et al., 1971), so that the 
core variables must satisfy the conditions (3a,b) and 

v = 0 at y = a, (4) 

neglecting 0(Ml) terms. The solution of the core Eqs. (1) 
which satisfies the conditions (3a,b, 4) and the symmetry con­
ditions that jy = v = 0, at y = 0, is 

p=pc(x,z) :), (j> = (j>t(x,z), jx=—, 
dz 

d(j> dp 
« = — - — , v = 0, w = 

dz dx 

jy = 0< k = 

d(f> dp 

dx dz 

dp 
dx' 

(5a-e) 

(5f-h) 

where pc and 4>, are governed by 

vA. d2A. 

(6a,b) 

for 0<J>C<OO and 0 < z < l . The symmetry conditions are 

dx2+dz2~ ' dx2+dz2 ' 

Journal of Fluids Engineering JUNE 1994, Vol. 116/299 

Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



dx~ 
0, at x = 0, 

dz 
= 0, = 0, at z = 0. 

(la-d) 

= 1 are different The boundary conditions on pc and 4>, at z 
for x<b and x>b. 

For 0 < x < 6 , there are no 0(A/1/2) velocities inside the side 
layer and the jumps in 4> and w across the side layer are 
0(AT1 / 2) (Walker et al., 1971). Therefore the boundary con­
ditions are 

<l>t = 4>o, 
dz 

= 0, at z = l , for 0 < x < 6 , (8) 

neglecting 0(M ) terms. The separation of variables solu­
tions for the boundary value problems (6-8) are 

- ^ cosh(nirx) . , 
, = <l)oZ+ 2_j A, . _ _ , . , „ _ ^ sm(rnrz), 

cosh(mrb) 

^ sinh(«7rx) 
P c = ( 0 o - l)X+ }_i Bn 77 77 COS(«7TZ), 

-*—J cosh(/?7r6) 

(9a) 

(9b) 

f or 0 < x < 6. The constants [cosh (n irb) ] ~' are included in each 
term in order to avoid exponentially large terms in the matching 
at x=b which determines the coefficients A„ and B„. 

For x>b, the jump in jz across the side layer is 0(M~1 /2) 
(Moon and Walker, 1990), so that the condition (3d) becomes 
an equation governing <j>s, 

1 dpc d2<t>s d2<t>s (x,l), 
dx2 dy2 c dx 

for b<x<co and 0<y<a. The symmetry condition is 

dy 
= 0, at y = 0. 

(10) 

(11) 

As long as there is no electrical insulator between the top and 
side walls at the corner, the values of 4> here must be the same, 
and the electric current into the corner from the side (2d) must 
equal the current into the top from the corner (2b), so that 

d<t>s 
«*,!) = & (x,a), -f- (x,\)~-

az dy 
(x,a). (12a,6) 

The details of the high-velocity side layer for x>b can be 
ignored if we guarantee conservation of mass for the entire 
flow (Moon and Walker, 1990). In the side layer, wSL, cj>SL and 
j z S L are 0(M1 / 2), O(l) and O(l), respectively, so that the z 
component of Ohm's law (lb) gives uSL = d4>SL/dl, where 
f = M 1 / 2 (z— 1) is the stretched coordinate. The fraction of the 
total flow carried by the side layers at any x = constant cross 
section is 

QSL = - \ \ u5Ld^dy = - \ 4>s(x,y)dy-4>,(x,\). (13) 

The fraction of the total flow carried by the core is given by 
the integral of the solution (5/), 

Qc 
a J„ Jn 

udzdy = (j>t(x,\)-
dx 

(x,z)dz. (14) 

Since the mass flux deficiency in the Hartmann layers is Q(M ), 

QSL + Q, 
_i r 

a J0 

s(x,y)dy- dfc 
dx 

(x,z)dz=\, (15) 

for x>b. The condition (15) is a solubility condition which 
guarantees the existence of a side-layer solution with (1) <£SL = 4>s 

at f=0 , (2) 4>SL~4>,(x,\), as f oo, and (3) a volumetric flow 
rate whose sum with the core flow rate gives a value which is 
independent of x. 

The solution for x>b is given by the superposition of fully 
developed flow in a rectangular duct with thin metal walls 

(Walker, 1981) and a three-dimensional disturbance which de­
cays exponentially as x—<», The separation of variables so­
lutions for Eqs. (6), (10) and the symmetry conditions (7c,d, 
11) are presented by Moon et al. (1992), 

cK 
Pc = P0~— (x-b) + y.D„ cos(X„z)exp[-A„(*-&)], 

(t)i = Kz+^j C" sin(\„z)exp[-\„(x-b)], 

(16o) 

(166) 

, = K 

where 

1+Ya{° -y2) 

K-

• s E„cos(\y)~~— cos(X„) 
X„c 

xexp[-X„(x-Z?)], (16c) 

, a c 

1+7 + 
3 a 

The volumetric flow condition (15) and the continuity of po­
tential condition (12a) give expressions for D„ and C„ in terms 
of E„, 

D„ = 
E„c sin(X„tf) 

C„ = 
1 

sin(X„) 

a[cos(X„)-X„csin(X„)]' 

E„ cos(X„a) — —- cos(X„) 
X„c 

(17a) 

(176) 

We introduce the solutions (16, 17) into the electric current 
continuity condition (126) to obtain a characteristic equation 
for the eigenvalues X„ 

aX„ cos[X„(a + l)][X„c sin(X„) - cos(X„)] + sin(«X„)cos2(X„) = 0. 

(18) 

There are an infinite number of discrete, real, positive values 
of X„ which satisfy Eq. (18). We use the first 50 eigenvalues 
and the corresponding expressions (17) for D„ and C„ in the 
series solutions (16) truncated at « = 50 (Moon et al., 1992). 

We truncate the upstream series solutions (9) at n = 24, and 
we match the solutions at x= b with the method of weighted 
residuals in order to determine the coefficients, A,„ B„, E,„ 
and P0. At x = b, </>„ pc and their axial derivatives are contin­
uous, while (j>s(b

+ ,y) = <j>0. The weighted residual is 

R = f (w„[</,,(6-,z)-</. /(6
+,z)]2 

+ wvwp[pc(b',z) -pc(b
+ ,z)f 

77- (b ,z)-— (b + ,z) 
dx dx 

+ w„ 77- (b ,Z)-
dx 

dpc 

dx 
(b\z) dz 

+ w, 4 \4>s(b\y)-4>ofdy, (19) 

where values at x=b~ and at x=b+ are evaluated from the 
solutions (9) and the solutions (16), respectively. Values are 
weighted with the factor w>„ relative to their axial derivatives, 
and p is weighted with the factor wp relative to 4>. The series 
expansions for the axial derivatives involve factors of X„ or 
«7r, and these factors are large for the last terms in each series. 
Without w„, the method of weighted residuals produces an 
excellent match of the axial derivatives, but a very poor match 
of the values. The magnitudes of <j> and p may be quite dif­
ferent, so wp is needed to insure that equally good matches 
are achieved. As the values of wv and wp are changed, certain 
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Fig. 2 The pressure pc at z = 0 and z=0.95. The dashed line is pc for 
two different locally fully developed flows. 

Fig. 3 Fraction of the total flow carried by the side layers at each cross 
section 

matches improve at the cost of other matches, and the values 
are adjusted by trial and error until all matches involve a 
comparably small error. 

The residual is minimized for this set of coefficients with 
the equations 

3R 

dP, 
= 0: 

dR 
dA„ 

dR 
~'dB„ 

= 0, for « = 1 to 24; 

dR 
dE„ 

= 0, for n=\ to 50. 

This minimization gives 99 simultaneous, linear, algebraic 
equations for the 99 unknown coefficients P0, A„, Bn, and E„. 
Once the values of the coefficients are determined by Gauss 
elimination, the solutions (9, 16) givepc, <j>, and <j>s, while the 
expression (5, 13) give the core variables and the flow rate in 
the side layer for x>b. 

Results 
We present some typical results for the case with a = 2, b = 1, 

c = 0.1 and <j>o= 1-5. For this case, excellent matching at x=b 
is achieved with w„ = 2 and wp = 0.5. The pressure pc at z = 0 
and 2 = 0.95 is presented in Fig. 2. The dashed line represents 
pc for locally fully developed flow, namely pc = (</>0 - l)x, for 
x<b, and pc=(<j>0-l)b- (cK/a)(x-b), for x>b. For the 
locally fully developed flow, the electric current between the 
electrodes is artificially confined to the axial region \x\ <b. 
In reality, this current fringes into the regions Ixl >b, so that 
more current flows between the electrodes for a given value 
of 0O, which produces a larger pressure rise than that for locally 
fully developed flow. Since more current flows between the 
electrodes, the actual magnitude of jz at z = 1 for 0<x<b is 
larger than that for locally fully developed flow and the pres-

0.6 
0.0 0.2 0.4 0.6 0.8 1.0 

z 
Fig. 4 Core velocity y at various cross sections 

sure gradient is larger, as illustrated by pc at 2 = 0.95 for x< 1 
in Fig. 2. However, at x = b, the electrode ends, andjz at 2 = 1 
abruptly changes signs, so that the pressure gradient becomes 
negative. At z = 0, the current between the electrodes is spread 
over a large axial distance, so that the magnitude of jz is 
everywhere less than that for locally fully developed flow with 
jz = -(<£„— 1). Therefore the pressure gradient at 2 = 0 is less 
than that for locally fully developed flow, but the pressure 
continues to rise until x= 3. The difference between pc at z= 1 
and z = 0 is equal to the total axial current for 0 < 2 < 1, due 
to fringing. This axial current reaches a maximum at x = b. 

The fraction of the total flow carried by the side layers, 
Qc(x), is presented in Fig. 3. As x increases from b=\, Qc 

increases quickly from 0 and has essentially reached the fully 
developed value of 0.388 by x = 4. The axial core velocity w at 
various cross sections is presented in Fig. 4. For x<b, there 
is no flow inside the side layers, so that the average value of 
u is 1 at every cross section. However, as x increases from 0, 
the flow begins to migrate toward the sides, so that w=1.2 
and 0.9 at z= 1 and2 = 0, respectively, a tx = 0.9. Asxincreases 
from b, flow enters the side layer, and the average value of u 
decreases. The values of u decreases throughout the core, but 
the decrease is initially largest near z = 1 as the local flow enters 
the side layer. The fully developed value of 0.612 is realized 
by x=4. 

Conclusion 

In an electromagnetic pump with a strong, uniform, trans­
verse magnetic field and with electrically insulating walls (ex­
cept for the electrodes), u= 1 and vc = 0 throughout the core, 
and we need only solve a two-dimensional potential problem. 
However, with thin metal walls, the flow is a complex three-
dimensional one. There are no high-velocity layers adjacent to 
the electrodes, so that the average value of u is 1 here, but the 
flow begins to concentrate near the sides as it approaches the 
ends of the electrodes. Beyond the ends of the electrodes, part 
of the flow enters the high-velocity side layers at z = ±1 and 
is vertically redistributed toward the y = 0 plane inside these 
layers. For the present duct with « = 2 and c = 0.1, the side 
layers eventually carry 38.8 percent of the total flow, so that 
u decreases to 0.612. The flow essentially reaches fully devel­
oped flow after three characteristic lengths beyond the ends 
of the electrodes. 
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Flow Characteristics of a 
Centrifugal Pump 
Measurements of velocity have been obtained in a centrifugal pump in terms of 
angle-resolved values in the impeller passages, the volute, the inlet and exit ducts 
and are presented in absolute and relative frames. The pump comprised a radial 
flow impeller with four backswept blades and a single volute, and the working liquid 
had the same refractive index as the transparent casing to facilitate the use of a 
laser-Doppler velocimeter. The flows in the impeller passages were found to depart 
from the curvature of the blade surfaces at off-design conditions with separation 
from the suction surface and from the shroud. Secondary flows from the suction 
to pressure surfaces were dominated by the influences of the relative motion between 
the shroud and impeller surfaces and the tip leakage. Geometric differences of 0.5 
mm and one degree in spacing of the four blades caused differences in passage 
velocity of up to 6 percent of the impeller tip velocity close to the design flowrate 
and up to 16 percent at the lowest discharge. The flowrate from each impeller 
passage varied with volute circumferential position by up to 25 percent at an off-
design flowrate. Poor matching of the impeller and volute at off-design conditions 
caused swirl and separation in the inlet and exit pipes. 

Introduction 
There have been many investigations of velocity character­

istics of pump flows including those of Hamkins and Flack 
(1987), Sideris and van dem Braembussche (1987), and Flack 
Hamkins and Brady et al. (1987), and they have been paralleled 
by measurements in compressors Eckhardt (1976), Adler and 
Levy (1979), and Kjork and Lofdahl (1989). In general, how­
ever, the measurements have been limited so that little has been 
revealed of the flow within blade passages. A summary of 
some of the findings has been provided by Liu (1992) who also 
gives further details of the present work. 

Here we are concerned with the inlet, blade passages and 
volute of a centrifugal pump which was modified to allow 
optical access and, thereby, measurements by laser-Doppler 
velocimetry. In particular, the inlet and exit ducts, casing and 
volute of the present pump were manufactured from acrylic 
with the same refractive index as the working fluid to allow 
detailed velocity measurements for a range of conditions ex­
tending from the design condition to near shutdown. 

The following section describes the flow configuration, the 
instrumentation, and possible sources of measurement uncer­
tainty. The results are presented and discussed in the third 
section with separate consideration given to the inlet and exit 
flows, the absolute and relative flows in the impeller passages 
and the flow in the volute passage. The report ends with a 
summary of the more important conclusions. 

Contributed by the Fluids Engineering Division for publication in the Journal 
of Fluids Engineering. Manuscript received by the Fluids Engineering Division 
October 17, 1992; revised manuscript received October 6, 1993. Associate Tech­
nical Editor: L. Nelik. 

Flow Configuration and Instrumentation 
The experimental arrangement comprised the pump, the cir­

cuit for the temperature-controlled liquid, the laser velocimeter 
and the encoder which identified the shaft angle and rotating 
speed of the impeller. The centrifugal pump (Price model 
SCI00-150) was driven by an electric motor running at 2910 
rpm and circulated liquid from and to a 70 litre tank through 
36 and 28.5 mm inlet and exit pipes, respectively. The flow 
was regulated by a valve downstream of the exit pipe and 
measured by a sharp edge orifice meter, calibrated to an ac­
curacy of better than 3 percent. The impeller of Fig. 1 had 
four backswept blades of 2.5 mm thickness with the blade 
height tapered from 11.2 mm at an inner radius of 21 mm to 
6.2 mm at the outer radius of the impeller of 62.7 mm. The 
clearance between the impeller tip and shroud was adjusted to 
0.5 mm, smaller than the manufacturer's nominal value. The 
curve of the impeller blade was a logarithmic spiral with an 
entrance angle of the flow of around 30 degrees and an exit 
angle of 58 degrees which was near-constant between radii of 
40 and 62.7 mm. 

The original cast stainless steel casing of the pump was 
replaced by a cast acrylic component of rectangular external 
shape and internal dimensions identical to those of the metal 
components. This was achieved by moulding a core of the 
metal casing in silicon rubber, creating a casting of plaster of 
Paris, moulding a core of low melting-point alloy (MCP 70) 
and a second casting, this time of acrylic. The final cast was 
machined to provide flat external surfaces and polished on its 
internal and external surfaces. The finished acrylic casing was 
annealed at 82°C for 35 hours with slow heating and cooling. 
The final internal dimensions were measured and found to be 
within 0.5 mm of those of the original casing and volute. 
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However, the head of the pump was found to be around 17 
percent higher with the perspex casing due probably to the 
smaller impeller tip clearance and the machined and polished 
inner surfaces. 

The working fluid was a mixture of 31.8 percent by volume 
of 1, 2, 3, 4-tetrahydronapthalene (tetraline) and oil of tur­
pentine with density and kinematic viscosity of 0.893 kg/m3 

and 1.74xl0~6 m2/s, respectively, at 25°C. The Reynolds 
number based on the impeller diameter of 125.4 mm and tip 
velocity of 19.1 m/s was 1.38 x 106. The mixture was main­
tained at a temperature of 25±0.2°C by a temperature con­
troller (Eurotherm, type 818), with a heater and cooler installed 
within the storage tank and a platinum resistance sensor near 
the pump outlet to maintain a refractive index of 1.49, identical 
to that of the cast acrylic. The design point of the pump was 
determined based on the criteria of equal angular momentum 
of the flow at the impeller discharge and at the throat of the 
volute see Karassik et al. (1976). For the present speed of 2910 
Rpm, the design flowrate was 2.72 x 10~3 m3/s (£>„), equivalent 
to a flow coefficient, F, of 0.058, and the experimental con­
ditions comprised a range of flowrates between 93 and 15 
percent of the design value, see Table 1. 

The laser-Doppler velocimeter was similar to that used in 
the investigation of Liu et al. (1990) and comprised a one-watt 
region argon-ion laser (514.5 nm wavelength) and a transmit­
ting optics based on diffraction grating to provide beam split­
ting and frequency shifts up to 13 MHz. The collection optical 
system comprised a lens of 200 mm focal length, a 100 /im 
diameter pinhole and a photomultiplier (EMI model 9817B). 
The combination of the transmitting and receiving optics and 
a near 90 deg scattering angle led to a measurement volume 
of 52 and 200 /j,m in diameter and length, respectively. The 
optical components were secured to an optical bench which 
was translated in three orthogonal directions with accuracy of 
location better than 0.1 mm in each direction. The Doppler 
signal, based on natural contaminants in the liquid, was proc­
essed by a frequency counter (TSI model 1990c) and interfaced 
to a microcomputer (IBM PC-AT), together with the pulse 
train from the optical shaft encoder with its resolution of 0.25 
degrees. The digital information was collected in sequences of 
up to 1.4 x 106 velocity values and used subsequently to provide 
angle-resolved velocity traces of up to 2300 rotation cycles or 
ensemble averaged values based on angular windows of one 

degree. The ensemble averaged velocity statistics in each an­
gular window were calculated from sample sizes between 1000 
and 4000 velocity values depending on the.magnitude of the 
rms of the fluctuations. 

The possible sources of uncertainty associated with the meas­
urements of velocity were considered in detail by Liu and by 
Liu et al., and include aspects of the optical arrangements, the 
signal and data-processing systems and the particles which 
represent the flow. The velocity fluctuations occurred at mod­
erate frequency so that the particles were able to follow the 
flow so that no inaccuracy should be attributed to this source. 
Similarly, the signal processing system is unlikely to have given 
rise to important uncertainties except where the software logic 
tended to restrict the number of measurements per unit time; 
operation over a time sufficient to realize the number of ve­
locity values indicated in the previous paragraph limited the 
magnitude of the resulting uncertainty. Nevertheless, statistical 
effects, together with velocity-gradient broadening due to the 
finite dimensions of the measuring volume were responsible 
for maximum uncertainties in the ensemble-averaged mean and 
rms velocities of 2 and 5 percent of the local values respectively 
with smaller values away from surfaces. The use of refractive 
index matching reduced position errors to less than 0.2 mm. 

Results and Discussion 
The coordinate systems of Fig. 1 were chosen to facilitate 

presentation of the flows in different regions of the pump: the 
inlet and exit flows are described by the Cartesian coordinates, 
x-y-z, with the origins shown in the figure; the absolute flows 
in the impeller and the volute are described by the cylindrical 
coordinates, r-d-z, in the volute, with an additional set of 
cylindrical coordinates for the relative flow in the impeller. 
The measurement stations of the flows in the impeller and 
volute are identified by the circumferential angle ^ measured 
counter-clockwise from the cutwater. The impeller shaft angle 
4> was measured counter-clockwise with the zero on each rev­
olution identified by a marker pulse from the shaft encoder, 
which was purposely aligned with the plane of ^ = 330 deg and 
with one of the impeller blade tips. The relative angular co­
ordinate Q on the impeller was measured from suction (SS) to 
pressure surface (PS) with its origin at the center of the blade 
thickness. The velocity values are normalized by the impeller 

N o m e n c l a t u r e 

C„ 
c, 
De 

D, 
H 
n 

N 
Q 

Qn 
r 

R 
Re 
R, 

t 
U, V, W 

u', v', w' 
Ue 

U, 
VR 

relative cross-stream mean velocity 
relative streamwise mean velocity 
exit pipe diameter ( = 28.5 mm) 
inlet pipe diameter (= 36 mm) 
head 
number of blade 
impeller rotation speed ( = 2910 rpm) 
flowrate 
design flowrate 
radius 
radius of inlet pipe, Di/2 
Reynolds number (= UD/v) 
impeller outer diameter ( = 62.7 mm) 
impeller blade thickness ( = 2.5 mm) 
absolute mean velocities 
absolute rms of velocity fluctuations 
bulk mean velocity in the exit pipe 
bulk mean velocity in the inlet pipe 
theoretical radial velocity at R„ 

(S = Q 

2pR,-n t 
cos |6 

(Z, + 5), 

v = 

- VdA 

WR 

w, = 

z, 
5 

area averaged radial velocity, 
1_ 

A oA 

theoretical absolute tangential velocity at 
R,A=W,-VRtan® 
impeller peripheral velocity at R, (= 19.1 
m/s) 
mass averaged tangential velocity, 

V Wda\ 
V da 

impeller blade height at R, ( = 6.2 mm) 
blade angle ( = 58 deg for r > 40 mm) 
blade tip clearance ( = 0 . 5 mm) 

Q $ = flow coefficient ( = 

P 

2p R, Z, Wt/ 

impeller shaft angle 
kinematic viscosity of the liquid 
( = 1 . 7 4 x l 0 " 6 m 2 / s ) 
density of the liquid ( = 0.893 kg/m3) 
impeller angular velocity 
relative angular coordinate on the impeller 
volute circumferential angle 
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jr—*—A—* 

e- max. uncertainty 

Q/Qn \ 
A 0.93 ^ 
O 0.57 
9 0.29 
A 0.15 

125.4mm 

Fig. 1 Dimensions of the centrifugal pump and coordinate systems Fig. 2 Radial profiles of x-component (UIUe) and y-component (V/Us) of 
mean velocity in the inlet pipe 

Table 1 Experimental conditions 

Flow conditions I 

Q(m3/s) 2.52 x lO~ 3 

Q/Q„ 0.93 
F 0.054 
G 0.446 

II II 

1.57xl0~3 8 x l 0 ~ 4 

0.57 0.29 
0.034 0.017 
0.512 0.554 

IV 

4 x l 0 ~ 4 

0.15 
0.0086 
0.568 

Inlet pipe 
t/,(m/s) 
Re, 

Exit pipe 
C/e(m/s) 
Ree 

Impeller passages 

vR/w, WR/W, 

2.47 
54500 

3.94 
69000 

0.056 
0.9 

1.54 
34000 

2.46 
43000 

0.035 
0.94 

0.79 
17300 

1.25 
22000 

0.018 
0.97 

0.39 
8670 

0.63 
11000 

0.009 
0.98 

01 

-2 
2 

g.. 

tip velocity (Wt= 19.1 m/s), except in the inlet and exit pipes 
where the bulk mean velocity in the exit pipe (Ue) is used, Table 
1. 

Inlet and Exit Pipes. The velocities in the inlet and exit 
pipes were found to be insensitive to the circumferential ori­
entation of the impeller, and the values reported in this sub­
section are ensemble-averaged over 360 degrees. The profiles 
of axial mean velocity in the inlet pipe 25 mm upstream of the 
impeller hub and on two orthogonal planes, Fig. 2, confirm 
symmetry in the ^-direction and asymmetry in the j>-direction 
and this was reflected by the asymmetric pressure distribution 
in the volute. The boundary layer thickened with evident re­
gions of flow reversal and swirl near the pipe wall and larger 
normalised cross-stream velocities at 0.29Q„ and 0.15Q„, in 
contrast to the more uniform flow at 0.93Q„ and 0.57Q„. 
Integration of the radial profiles of the axial component re­
sulted in mass flowrates within 1 and 4 percent of the values 
measured by the flow meter for 0.93Q,, and 0.57Q„, respec­
tively, and with poorer agreement at lower flowrates due to 
increased asymmetry and flow separation. Typical rms values 
of the velocity in the inlet pipe were around 8, 11, 20, and 43 
percent of the local bulk-mean velocities, Uh for the four 
decreasing flowrates. 

The distributions of axial mean velocity in the diverging 
section of the exit pipe of Fig. 3 show qualitative axial sym­
metry with a minimum in the central region at the flowrate of 
0.93Q„. A region of streamwise flow separation occurred close 
to the wall (z/R= -1) at 0.57Q,, and changed position and 
increased at lower flowrates. The region of separated flow 
occupied up to 5, 20 and 35 percent of the pipe diameter with 
negative velocity values up to -0A5Ue, -0.88Ue and -\A9Ue 
for 0.57f2«» 0.29Q„ and 0.15Q„, respectively. The streamwise 
flow separation at lower flowrates was accompanied by in­
creased cross-stream velocities and caused the location of the 

Fig. 3 Radial profiles of x-component (UIUe) and y-component (V/U„) of 
mean velocity at the axial station x/D„ of 1.8 in the exit pipe 

separated flow to vary in the downstream straight pipe. The 
poor match of impeller discharge flow and volute geometry in 
the upstream passage at off-design flowrates was responsible 
for the separation in the exit pipe. The exit flow was fully 
turbulent with typical values of the rms of velocity fluctuations 
of QAlUe, 0.2Ue, 0.65Ue and Ue for the four decreasing flow-
rates, and corresponding to around 4 percent of the impeller 
tip velocity. 

Impeller Passages. The discharge flow of the impeller is 
characterized in Figs. 4 and 5 by the circumferential profiles 
of the three components of mean velocity at the middle of 
passage width, with Fig. 5 highlighting the effects of flowrate. 
Figure 4 shows that the blade-to-blade variations and the pas­
sage-to-passage velocity differences increased with decrease of 
flowrate, with the maximum differences between passages oc­
curring close to the blade surfaces. Inspection of the impeller 
geometry showed maximum differences of 0.5 mm in passage 
width and up to one degree in circumferential spacing of the 
blades. The maximum differences in the radial and tangential 
velocities between passages were, in terms of the tangential 
velocity of the tip, 0.025 W, and 0.06 W„ respectively, at 0.93Q„, 
and increased to 0.03W, and QA6W, at 0.15Q,,. The blade-to-
blade variations in the W, V, and U velocity components are 
up to 0A6W„ 0A4W„ and 0.09W,, respectively, at 0.93Q,, and 
increased to 0.25W„ 0.32W, and 0A2W, at 0.15Q„. 

Figure 5 considers one impeller passage, as in the remainder 
of the paper, and shows uniform tangential and axial com­
ponents of velocity, except close to the surfaces of the blades, 
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Fig. 4 Blade-to-blade distributions of angle-resolved axial (U/W,), radial 
(V/W,) and tangential {W/W,) components of mean velocity on the mid-
plane of the impeller passage at discharge, z/Z, = 0.5 and r/R, = 1, meas­
ured at * = 330 degrees of the flowrates at (a)0.93O„ and (6) 0.29O„. 
Symbols for each of the four impeller passages. 

| o.o &, 

o .,- \ > 

Z max. uncertainty I max. uncertainly 

O/Qn 
A 0.93 

• 0.57 

o 0.29 

• 0.15 

• 

Fig. 5 Blade-to-blade distributions of angle-resolved axial {U/W,), radial 
(V/W,) and tangential (W/W,) components of mean and rms velocities at 
the discharge, r/A?, = 1 and z/Z, = 0.5, measured at * = 330 deg 

with the radial component increasing from suction to pressure 
surfaces at the flowrate of 0.93£>„. With these absolute veloc­
ities, the tangential component is much larger than the other 
two and the normalized value is unity at the blade surfaces, 
i.e., fi = 2 and 88 deg. The radial and tangential components 
decreased with flowrate and the axial component formed vor­
tices close to the surfaces of the blades. The gradient of the 
radial velocity between blade surfaces increased with decreas-

Flow rale = 0.93Q„ 
^ I (c) 

Flow rale = 0.29Qn 

Fig. 6 Mean velocity vectors of the relative flow in an impeller passage 
at the flowrates of 0.93Q„, and 0.29Q„, measured at ¥ = 330 deg. Radial 
locations r/fl, = 0.65, 0.71, 0.81, 0.9, 0.95 and 1. (a) Plane 1 mm from the 
shroud; (6) Mid-plane of the blade height; (c) Plane 1 mm from the hub. 

ing flowrate, leading to radial flow reversal near the suction 
surface at OASQ,,. The rms of velocity fluctuations, ensembled 
in one degree intervals, were near-uniform and near-isotropic 
at high flowrates, and decrease in flowrate caused the increase 
of rms values and the blade-to-blade variations, with peak 
values close to the suction surface and in the wake region, as 
in the rotating diffuser of Iversen et al. (1960), the centrifugal 
pump of Flack et al. and the centrifugal fan of Kjork and 
Lofdhl. It is clear that these complexities and blade-to-blade 
variations of velocity, limit the value of investigations by meth­
ods which do not resolve in terms of angle and that ensemble-
averages over 360 degrees can lead to over- or under-estimation 
of the local velocity by more than 100 percent, as reported by 
Liu et al. 

A clear picture of the impeller flow is given by Fig. 6 in 
terms of vectors of mean values of the angle-resolved relative 
velocities at 0.93Q,, and 0.29Q„, measured at six radial and 
three axial locations on the plane of Y= 330. The relative flow 
on the mid-plane of the passage follows the curvature of the 
blade at 0.93<2„ with departure from blade curvature at inner 
radii close to the hub and a less regular flow close to the shroud. 
A reduction of flowrate (0.29Q,,) decreased the velocity vectors 
and increased the flow angle, and the flow tended to decelerate 
towards the suction side of the passage and to accelerate to­
wards the pressure side. The flow angles of Fig. 7(a) indicate 
the extent to which the flow was guided by the curvature of 
the blades at 0.93Q,, and shows values smaller than the blade 
angle of 58 at inner radii and larger than the blade angle at 
discharge with the flow close to the blade angle near the pres­
sure surface. The flow angles at discharge, Fig. 1(b), decreased 
almost linearly from suction to pressure surfaces and increased 
monotonically with decreasing flowrate, leading to values larger 
than 90 deg at 0.15Q„ where the radial flow was reversed. 

The tendency for the velocity vectors to change direction 
and to form vortices at small radii and close to the shroud is 
also evident from Fig. 6. The inward velocity vectors close to 
the shroud, common for an unshrouded impeller design due 
to the radial pressure gradient and the relative motion of the 
shroud and impeller, increased in magnitude and angle as the 
flowrate was decreased leading to radial flow reversal at radii 
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Fig. 7 Blade-to-blade distributions of mean flow angle, on the mid-plane 
of the impeller passage, z/Z, = 0.5. (a) Variation with radius at the f lowrate 
of 0.93Q„. 

up to OJIR, at the smallest flowrate. The velocity vectors at 
r/R, = 0.71 had a tendency to diminish on the pressure side of 
the passage at the lower flowrate, in contrast to the larger 
vectors on the suction side of the passage. The potential flow 
in the impeller passages can be represented by superposition 
of a through-flow and a relative eddy caused by the irrotational 
nature of the flow. The relative eddy causes departure of 
streamlines from blade curvature, so that the flow angles were 
larger than the blade angle at discharge and the impeller head 
output was less than the theoretical value. The existence of the 
relative eddy is evidenced by the vectors at small radii and 
lower flowrate; it rotates in a clockwise direction and moves 
towards the suction surface due to the backswept geometry of 
the blades, enhancing the radial flow on the pressure side at 
discharge. Similar trends exist at the higher flowrate, but the 
vortex was less obvious due to the stronger through-flow. 

The tendency for the impeller flow to follow the curvature 
of the blade surface was examined in terms of streamwise and 
cross-stream components of velocity by resolving the mean 
values of the radial and tangential components. The streamwise 
component (not shown) increased uniformly with radius with 
smaller variations between hub and shroud and across the 
passage than the radial component, and this result suggests 
that the secondary flow was responsible for the non-uniform 
distributions in radial component. The cross-stream compo­
nent, C„, of Fig. 8 had positive and negative values at r/R, 
= 0.71 and only negative values at discharge and increased 
from hub to shroud and from pressure to suction surfaces due 
mainly to the relative motion of the impeller and shroud sur­
faces. The secondary flow at r/R, — 0.9 and 1 increased with 
decrease in flowrate, but less so at r/R, = 0.71, and the changes 
of sign suggest the formation of vortices due to pressure gra­
dients and leakage flow. 

Effect of Volute on the Relative Flow in the Impeller. The 
asymmetric shape of the volute generated circumferential pres­
sure distributions which depended on the operating condition, 
and off-design operation resulted in larger pressure variations 
which, in turn, affected the flow in the impeller and pump 
performance, as expected from previous investigations includ­
ing those of Bowerman and Acosta (1957), Iversen et al. and 
Sideris and van den Braembussche. The measurements on the 
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Fig. 8 Angle-resolved cross-stream mean velocity (C„ /W,) in the im­
peller passage measured at * = 330 deg with the radial planes of r/R, of 
0.71, 0.9 and 1 and the flowrates of (a) 0.93O„ and (b) 0.29Q„. 
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Fig. 9 Blade-to-blade distributions of angle-resolved radial (V/W,) and 
tangential {W/W,) components of mean velocity on the mid-plane of the 
impeller passage at discharge, z/Z, = 0.5 and r//?, = 1, at the flow rate of 
0.57O„. 

planes of i/- = 60, 240, and 330 deg confirm the influence of 
the volute, with the velocity vectors and flow angles smaller 
at 60 and 240° deg. 

A sample of the results for the flowrate of 0.57Q,, Fig. 9, 
shows smaller radial and larger tangential velocities at dis­
charge for ^ = 60 and 240 deg. The radial velocity profiles, 
averaged over 360 degrees, resulted in values of 0.08 W„ 
0.092W,, and Q.U6W, for ^ = 60, 240, and 330 deg respec­
tively. Area averages of the radial velocity profiles obtained 
on three axial planes, z/Z, = 0.15,0.5, 0.92, over the peripheral 
area of the passage at discharge resulted in lower values of 
0.044 W„ 0.053 W„ and 0.059PF, due to velocity gradients from 
hub to shroud. These results confirmed variations of passage 
flowrates with circumferential angles of the volute, and those 
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Fig. 10 Angle-resolved tangential component of mean velocity (WW,) 
in the volute passage at the flowrate of 0.57Q„ 

at ^ = 60 and 240 are 25 and 10 percent, respectively, lower 
than that at ^ = 330 deg. 

Volute Passage. Figure 10 shows that the streamwise ve­
locity in the volute had a tendency to decelerate along the 
passage and varied with impeller shaft angle at the flowrate 
of 0.57<2„. The radial profiles were characterized by velocity 
maxima at the impeller discharge with near-uniform distri­
butions close to the volute wall, and the variations with shaft 
angle decreased with radius. The deceleration along the volute 
was due to the geometry and operating conditions so that the 
static pressure increased in circumferential direction at flow-
rates below the design point. The profile close to the cutwater, 
x/De= 1.15, has a sharp gradient towards the cutwater where 
local values of the rms of velocity fluctuations were up to 
0.94^,, suggesting the effects of interaction between the 
cutwater and the impeller. The deceleration on the back surface 
of the wall (z= - 1, Fig. 1) was caused by the geometry of the 
outlet ducts and was related to the flow separation in the 
downstream region of Fig. 3. Further examination of the flow 
suggested that the stagnation point on the cutwater occurred 
on the outer surface of the lip at 0.57Q,, and moved toward 
the inner surface at higher flowrates; the decreases of flowrate 
resulted in general decrease in streamwise velocity and in­
creased variation with shaft angle due to less uniform discharge 
flow of the impeller which caused the cross-stream vortices in 
the volute. 

The variations of velocity with impeller rotation decreased 
in the outlet towards the values of the 360-degree averages of 
Fig. 3. Measurements at two exit diameters downstream of the 
cutwater confirmed that the variations of mean velocity with 
impeller rotation were around 4 percent of the impeller tip 
velocity at the design flowrate and decreased to around 1 per­
cent at lower flowrates. 

Slip Factors. The angle-resolved radial and tangential ve­
locities quantified the transfer of angular momentum to the 
flow and slip effect. The normalized angular momentum of 
the flow (M) and slip factor (S) were defined by Hamkins and 
Flack as; 

Fig. 11 Radial distributions of angular momentum (open symbols: ex­
periment; block symbols: theoretical value) 

0.6 0.7 0.8 0.9 1.0 
r/Rt 

Fig. 12 Radial distributions of slip factor 

rw-v tan @ 
(2) 

M=-
Rfa 

and (1) 

and they were calculated from the area- and mass-averaged 
velocity values by integration of the angle-resolved values at 
each radial station. 

Figure 11 shows that the angular momentum of the flow 
increased with radius to maxima of 0.62 and 0.66 at the dis­
charge of 0.93Q,, and 0.29Q,,, respectively. The ideal value of 
angular momentum based on the area-averages of measured 
radial velocity was obtained by dividing Eq. (1) by Eq. (2), 
and suggests that the flow loses momentum along the radius 
with larger loss for the lower flowrate, due partly to the slip 
effect and partly to friction. The slip factor, quantified in Fig. 
12, has a trend opposite to that of angular momentum, and 
is larger than unity at small radii, supporting the effect of a 
relative eddy and in contrast to that reported by Hamkins and 
Flack. The slip factors at the impeller discharge increased with 
flowrate to around 0.71 at 0.29Q,, and 0.78 at 0.93Q,,, and 
these values may be compared with the theoretical values of 
Busemann's and Stodola's, that is 0.69 and 0.58, respectively. 
The slip factors calculated by the velocities measured at ¥ = 60, 
240 and 330 deg and 0.57Q,, (not shown) were within 6 percent 
in spite of variations in passage flowrate of up to 25 percent. 

Concluding Remarks 
Velocity characteristics of the turbulent flow in a centrifugal 

pump have been determined experimentally for operating con­
ditions close to the design point to near shutdown. A trans­
parent casing, with refractive index identical to that of the 
working liquid, allowed detailed measurements in the inlet and 
exit ducts, a large part of the inter-blade region and the volute 
by laser-Doppler velocimetry. The more important findings of 
the experiment are summarised in the following paragraphs. 

1. The impeller flow departed from the curvature of the 
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surfaces of the blade at off-design conditions with increased 
blade-to-blade variations of relative velocity, in contrast to a 
generally well-guided flow close to the design flowrate. De­
crease of flowrate from the design point caused deceleration 
of radial flow on the shroud surface and on the suction surface 
of the blades and increase of secondary flows and vorticity in 
the passages. The radial, velocity reversed close to the suction 
surface at flowrates below 30 percent of the design point and 
close to the shroud surface at all flowrates. The velocity meas­
urements confirmed the influence of the relative eddy by higher 
values on the suction surface' and near-stagnation flow close 
to the pressure surface at small radii and lower flowrates. 
However, the geometry of the passage enhanced the influence 
of the relative motion between the shroud and impeller surfaces 
and the viscous effects, which, together with the leakage 
through the tip clearance, caused the secondary flow to be 
mainly from suction to pressure surface with vortices close to 
blade surfaces at smaller radii. 

2. The unsteady effects of the impeller discharge were caused 
by turbulence, by variations in blade-passage geometry and by 
the position of the impeller relative to the volute. The meas­
urements confirmed differences of the angle-resolved velocities 
between the four impeller passages, which increased with de­
crease of flowrate to 2.5 and 6 percent of the impeller tip 
velocity for the radial and tangential components, respectively, 
close to the design flowrate and to 3 and 16 percent at the 
flowrate close to shut-down. They were related to the differ­
ences of up to 0.5 mm in blade dimensions and up to one 
degree in blade circumferential spacing. Variations of relative 
flow in the passages with the circumferential angle of the volute 
were identified and reached 25 percent of the discharge, at 57 
percent of the design flowrate. 

3. The velocities in the volute passage decreased in the cir­
cumferential direction at off-design flowrates for which the 
volute was over-sized. 

4. The angular momentum of the impeller flow increased 
with radius to a maximum at discharge close to the design 
flowrate with increasing departures of the angular momentum 
from the ideal value at smaller flowrates. The slip factor was 
larger than unity inside the impeller, decreased with radius and 
increased monotonically with flowrate at impeller discharge. 
Its value of 0.78 at 93 percent of the design flowrate was around 

15 and 25 percent larger than the theoretical values of Buse-
mann and Stodola respectively. 
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Preliminary Design of Centrifugal 
Impellers Using Optimization 
Techniques 
The paper proposes a design method which may be used to evaluate the detailed 
geometry of an impeller (handling compressible and perfect fluid) from a prescribed 
mean streamline velocity distribution. The analysis makes use of numerical opti­
mization, firstly in the step by step channel geometry calculation, and secondly in 
controlling the manner in which the relative velocity components are permitted to 
vary along the mean streamline for the condition of minimum entropy generation 
along the flow path. The components distribution of the relative velocity were not 
allowed to take arbitrary values, the variation of the radial, axial and tangential 
components was governed in such a way that the prescribed diffusion schedule is 
satisfied at every calculation point. The general configuration of the example design 
shows it to be well proportional and should not be difficult to manufacture. 

Introduction 
In order to meet the growing need for fuel efficient, reliable, 

and low cost small gas turbine engines for a variety of appli­
cations, there has been a flurry of interest in recent years to 
improve the design and performance of centrifugal compres­
sors. This is because the centrifugal compressor is claimed to 
be cheaper to manufacture and inherently capable of producing 
higher stage pressure ratio than its axial counterpart. However, 
the design of a centrifugal compressor stage for improved or 
high efficiency is by no means simple. The number of variables 
involved in the design process may be divided into three main 
categories as follows: 

1 Geometrical parameters 
2 Operating conditions 
3 Performance parameters. 

The above division of variables is a convenient way to for­
mulate the design problem. For example, one may investigate 
the effect of geometrical parameters on performance while the 
operating conditions would be constraints. Alternatively, the 
geometry may be kept constant and the effect of changing the 
operating conditions may be investigated. 

For a specified set of operating conditions, it is necessary 
to optimize geometry to achieve best performance. However, 
it must be noted that optimum solution will be found only 
within the design given set of constants. Much progress has 
been made in employing various optimization techniques for 
problem solving in a number of engineering aspects e.g., Van-
derplats (1976) and Biggs (1972) and many numerical opti­
mization algorithms are now in existence. The author has 
developed a direct computer aided design procedure which uses 
an optimization algorithm reported in Biggs (1974) and the 
Optima manual (1976) to obtain the impeller detailed geometry 
for a prescribed total velocity diffusion. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 1, 1992; revised manuscript received June 10, 1993. Associate Technical 
Editor: L. Nelik. 

The overall procedure consists of two main stages: stage 1 
deals with the choice of the impeller principal dimensions, and 
stage 2 determines the hub, shroud and blade profile for the 
prescribed diffusion rate along the mean streamline. 

Preliminary Design 
The preliminary design study is usually carried out to ex­

amine a number of candidate impellers with different inlet and 
outlet geometry that will satisfy the given design requirements 
usually specified by the total-to-total pressure ratio and mass 
flow rate. In some cases rotational speed is also specified. Other 
constraints on the design might be given such as maximum 
permissible Mach number at the inducer tip, hub tip diameter, 
impeller matching requirements etc. 

The energy, continuity, and Newton's second law may be 
combined and solved at the impeller inlet and exit, assuming 
the flow to be one-dimensional, steady and the working fluid 
to be a perfect gas to give expressions that relates geometrical, 
flow variables, and performance parameters. These could be 
then used to investigate the effects of the basic design variables 
on the principal geometric parameters. Details may be found 
in Jawad (1987). A computer program has been written in 
FORTRAN to solve the governing equations, some of the 
results are discussed briefly in the following: 

Figure 1 shows the variation of the dimensionless mass flow 
parameter and the inducer tip blade angle ft,, with the inducer 
tip to the impeller tip diameter ratio and a variable outlet flow 
angle (for P^/Pm = 6:1 and m = 1 kg/s). The curves shown are 
also plotted for the condition of zero pre-whirl at the impeller 
inlet and the following assumed (constant) values: 

dimensionless speed parameter = d2N/\ICpTm = 0.3193 
slip factor =<j>s =0.82 
hub inlet diameter =di,\ =27 mm 

The variation of the dimensionless mass flow parameter has 
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Fig. 1 An impeller design chart 

been plotted for three values of the inducer tip Mach number 
ranging from Me = 0.8 - 1.2. It can be seen that there is a unique 
optimum value of mass flow parameter for every value of the 
tip Mach number. The locus of the optimum points is high­
lighted by a dotted line. Also shown in the figure is the variation 
of the inducer tip blade angle for the same specified range of 
the inducer tip Mach number. 

Figure 2 shows the variation of the impeller tip width to the 
impeller tip diameter against the inducer to tip diameter ratio. 
The figure was obtained for a single value of the inducer tip 
Mach number (Me= 1.2) and varying overall relative velocity 
diffusion ( W2/Wi = 0.65-0.85) for the same previously men­
tioned conditions. It is also noteworthy that the position of 
the maximum value of the blade tip to tip diameter ratio occurs 
at a unique value of the inducer to tip diameter ratio. The 
preliminary design stage mentioned above will allow to estab­
lish the practical region of variation of principal dimensions. 
The next stage, is to optimize these parameters within the 
imposed design limits. 

, W2 /W, = 0.65 

W 2 / W 1 = 0. 75 

W 2 / W ! = 0.85 

He = CONSTANT 3 

INDUCER TIP TO TIP DIAMETER RATIO - e 

Fig. 2 Effect of inducer tip to impeller tip diameter ratio on tip width 
to tip diameter ratio for various diffusion ratios 

The principal dimensions optimization program used, is 
based on the assumption that the flow inside the impeller is 
controlled by the maximum achievable diffusion which for a 
given geometry defines the separation point location. Down­
stream of this point the flow splits into a jet and wake. It is 
further assumed that the jet flow has a constant Mach number 
in the flow direction and the only losses are due to friction 
along the passage walls. The wake static pressure is fixed by 
a tangential equilibrium between jet and wake taking into 
account centrifugal and coriolis forces. This non-uniformity 
of relative velocity at the exit will give rise to mixing losses at 
diffuser entrance. Clearance losses were assumed to increase 
linearly with relative clearance. The calculation procedure al­
lowed the impeller efficiency to be closely related to the impeller 
geometry (which permitted the complete mapping of the range 
specified in the previous stage, Figs. 1 and 2). Table 1 gives 
the optimum values of an example design. 

Nomenclature 

b = 
C = 

C„ = 
Cn = 
CP = 

d = 
e = 

F(X) = 
f = 
g = 

In h 

H 
, ie 

K 
M 
m 

m 
N 

width (m) 
absolute velocity (m/s) 
dissipation coefficient 
blade loading coefficient 
specific heat at constant 
pressure (kJ/kgK) 
diameter (m) 
inducer tip to tip diame­
ter ratio 
objective function 
function of. . . 
basic design constraints, 
acceleration due to grav­
ity (m/s2) 
stagnation enthalpy (kJ) 
unit vectors in the ra­
dial, axial and tangential 
directions 
numerical constant 
Mach number 
length of the projection 
of mean streamline in 
the r-z plane (m) 
mass flow rate (kg/s) 
impeller rotational speed 
(rev/s) 
number of blades 

p 

Q 
r 
S 

s 

T 
t 

U 
W 
X 

z 
a 

P 
8 

i) 

e 

= pressure (N/m ), penalty 
function (Eq. (15)) 

= index 
= radius (m) 
= entropy per unit mass 

(kJ/Kkg) 
= distance along flow path 

(m) 
= temperature (K) 
= time (s) 
= blade speed (m/s) 
= relative velocity (m/s) 
= independent design vari­

ables (Xlt X2, X3. . .) 
= distance along axis of 

rotation (m) 
= angle between tangent to 

streamline and axis of 
rotation (deg). All an­
gles are defined from 
tangential direction. 

= relative flow angle (deg) 
= boundary layer thickness 

(m) 
= efficiency 
= relative angular coordi­

nate (rad) 

P 
M 

<Ps 
CO 

Subscripts 
0 
1 

Is
) 

abs 
c 
e 
h 

i, i+1, . . 
m 
n 
Q 
r 

rel 
rms 

5 

t 
z 

e 

= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

fluid density (kg/m3) 
fluid viscosity (kg/ms) 
slip factor 
angular speed of rota­
tion (rad/s) 

stagnation conditions 
impeller inlet 
impeller exit 
absolute 
curvature 
inducer tip condition 
hub 
index 
meridional 
index 
index 
radial direction 
relative 
root mean square value 
shroud 
total 
axial direction 
tangential direction 
vector, matrix elements 
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Table 1 Optimized dimensions 

0.5 
AXIAL LENGTH RATIO 

Fig. 3 Prescribed velocity distribution and components 

The Design Theory 

The choice of a suitable flow path for a centrifugal impeller 
is almost prerequisite for completely defining the entire passage 
geometry. The boundary values of the relative velocity com­
ponents are known from the inlet and outlet velocity vector 
diagrams (analysis carried out assuming zero prewhirl) which 
resulted from the previous preliminary design stage. For a 
specified value of the impeller length along its axis of rotation 
a desirable total relative velocity schedule is prescribed. The 
choice is mainly based on achieving acceptable uniform rate 
of diffusion. Figure 3 shows the example design with the pre­
scribed velocity ratio distribution along the impeller axial length 
ratio. The components distribution of the total relative velocity 
schedule between inlet and outlet can be initially independently 
assigned. However, the following simple relation must be sat­
isfied at any points along the flow path: 

W=Wjr+Wjr+WeTe (1) 

The equations of motion relative to the rotating impeller in 
which axial symmetry is assumed and neglecting blade body 
forces in r, d, and z directions could be written as: 

dt 

1 d 

(We + cir)2/r= -(l/p)(dP/dr) 

r dt 
(rWe + wr2) = -(l/pr)(dP/dd) 

dt 
(Wz) = -{\/P)(dP/dZ) 

(2.1) 

(2.2) 

(2.3) 

where d/dt refers to the total or substantial derivative. 
The equation of motion normal to the mean streamline in 

the radial-axial plane for the condition of zero pressure gra­
dient could be written as: 

d2r/dZ2 = (1 + (dr/dZ)2)U5/r cos a((o>r/Wm) - cot /3)2 
(3-1) 

Equation (3.1) could be solved as a nonlinear, ordinary 
second-order differential equation if the meridional velocity 
as a function of the impeller axial length is known and if it is 
assumed that the flow angle is equal to the blade angle along 
the flow path for the known end conditions. The fluid density 
was calculated using the following relation: 

, (^i '+l)abs , N 

Pi* 1 - | , T , , | tPoiiabs (To,), 

abs (T,+ i)abs\ / (T0j) 

( U J u ^ + l ) )K\. 

(AP„)„ 
R(T0i) abs 

1/7-1 

(T0,)a 

(Toi+l)„ 
(3.2) 

The relative pressure drop in the above expression was es­
timated in accordance with the following: 

Tip width to tip diameter ratio 
Inducer to tip diameter ratio 
Inducer tip angle 
Hub to tip diameter ratio 
Number of blades 

b2/d2 
del/d2 

Be 

dln/d2 
nb 

0.0399 
0.58 
38 

0.16 
16 

(AP0)«,=/(AS) (3.3) 

Equation (2.2) can also be simplified and solved for the 
blade loading parameter distribution (dP/dd ~ AP/A6 = / ( Z ) ) 
since all parameters in Eq. (2.2) can now quite easily be de­
termined. From the mathematical point of view, the original 
partial differential equation has been reduced to an ordinary 
differential equation solvable in a step by step manner along 
the flow path. 

The theoretical pressure rise along the flow direction can in 
general be written as: 

dP dP dP dP dP AP 
dP = 1rdr + —dZ + --d6~—dr+0£dZ + ̂ d6 (4) 

or dZ dd dr dZ Ad 

by substituting from Eqs. (2.1), (2.2), and (2.3) in (4) the 
differential pressure rise can be calculated at each step. 

It should be mentioned that there are two relatively simple 
methods for estimating the variation of relative velocity com­
ponents along the hub and shroud streamlines. The first is by 
consideration of the fact that zero circulation should exist 
within the fluid up the streamline along the shroud or back 
wall and back down the mean streamline. Alternatively, it can 
be assumed that the meridional curvature along the shroud 
effectively increases the maximum suction surface velocity gra­
dient (Rodgers, 1978). Therefore, any alteration of the velocity 
component along the mean streamline will cause a correspond­
ing change to the calculated values of the relative velocity along 
the hub and shroud streamlines. The radius distribution along 
the hub and shroud surfaces can now be calculated using the 
equation of continuity of flow in the meridional plane together 
with the assumed variation of the radial-axial velocity com­
ponent perpendicular to the mean streamline in the radial-axial 
plane following Rodgers (1978). 

As was mentioned above, the pressure calculated using Eq. 
(4) neglects all irreversibility which take place along the passage 
length. It may be said that the creation of entropy by irrever­
sible effects will always reduce the efficiency of the machine. 
The loss in efficiency for an adiabatic compressor can be di­
rectly related to the entropy change via: 

(AH- T2AS) 

AH 
(5) 

To account for the drop in the ideal pressure, a mean stream­
line efficiency estimator approach is adopted. The value of 
entropy increase at any step is calculated by integrating the 
model described by Traupel (1977) (assuming the flow to be 
compressible, adiabatic with constant stagnation temperature 
and a Prandtl number approaching unity), which was rewritten 
in terms of a selected group of design variables to give the 
following relation: 

dS=Cd 
We 

sin (8 

tan a(rs - / > ) + — (rs + rh)sina 

WrToiiTbi-rbll 
W2-U' 

2CpToi 

dm 

(6) 

It should be mentioned here that subsequent detailed geometry 
calculation (leading to the optimized design) seems to be rather 
insensitive to moderate variation of the dissipation coefficient. 

In addition, the blockage factor due to boundary layer was 
also calculated. The model used was that of Pampreen (1981), 
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the model assumes that the spanwise distribution of the block­
age factor is constant. 

Optimization Procedure 
In the present context, the optimization term is limited to 

those situations where the measure of achievement can be 
quantified and can be calculated and alternative courses of 
action can be represented by assigning different values to a set 
of parameters Xu X2, X^_. . ., X„. The design objective func­
tion is designated by F(X); where X denotes the vector with 
elements X\, X2, X3, . . ., X„. 

In most practical optimization problems, the parameters are 
not allowed to take entirely arbitrary values. Some limitations 
are usually imposed as simple or complicated relationships 
connecting these parameters may exist. These are denoted by 
two sets of parameters: 

(7) 
gi(X)_ = 0 / = 1 , 2 , 3 ,q 

gi+x{X)>Q i=q+l,q + 2,q + 3,...,n 

The objective function in the present paper was selected to be: 

F(X) =YidS (8) 

Six independent design variables have been selected that 
describe the basic geometry of the blades and the manner in 
which the relative velocity components along the major axis 
may vary. The chosen independent design variables are given 
by: 

(X)-. 

Xi\ 

x2\ 
xA 
xA~ XA 
JCJ 

fv 
1 ' rms 

rc 

1 a 

1 P 

We 

\Wr, 

(9) 

The constraints imposed could be basically divided into: 
1 Equality constraints which are mainly the various rela­

tions between the various variables (dependent and independ­
ent). 

2 Inequality constraints which are mainly positivity con­
straints to ensure manufacturability, positive values of veloc­
ities, lengths etc. In addition, an approximate empirical formula 
to delay flow separation is used (given by the following rela­
tion): 

dP Kii((W2
r+Wl+W2

z)
0S) 

dS~ 82 (10) 

It should be mentioned here that nearly all optimization 
routines require the partial derivatives of F and g{X) with 
respect to all elements X, of X. In many instances obtaining 
analytical differentiation is not possible and therefore an ap­
proximate derivative has to be obtained by a method using 
finite differences. In the present work, a subroutine for cal­
culating the partial derivatives has been used to aid the solution. 

The algorithm used in this paper is a subroutine in the Op­
tima suite for Recursive Quadratic Programming (OPRQP) 
and is suitable to solve constrained nonlinear programming 
problems. It is run under the assumption that the selected 
objective function and constraints are continuously differen-
tiable. It is also necessary that the objective function be com­
putable at points which do not satisfy the constraints. The 
method is iterative and its description is beyond the intended 
scope of this paper (Biggs, 1974 and Optima Manual, 1976). 
It is sufficient to say for the purpose at hand that in addition 
to a solution, the algorithm estimates every constraint and 
records the number of times a derivative calculation subroutine 
has been called. This is a conventional way of measuring the 
efficiency of an optimization algorithm. 

During numerous runs of the above mentioned optimization 
algorithm and on examining the many solutions, it was noticed 
that on rare occasions one or more constraints have not been 
obtained within the desired tolerance, while the remaining con­
straints and the free gradient are small. It is then advisable to 
rescale the constraints to give the difficult ones greater weight 
in the penalty function. Multiplying them by a factor of ten 
is usually sufficient. 

Design Results 
By examining the development of the optimization solution 

it was noticed that the greatest improvement were achieved in 
the first three iterations. At the end of the third iteration, a 
suitable impeller geometry was nearly found. 

The progress of some selected design variables during the 
optimization process is shown in Figs. 4 to 7. Figure 4 shows 
the initial assumed distribution of the radial component ratio 
of the relative velocity along the nondimensional meridional 
distance. This distribution experienced the greatest range of 
variations during the optimization process compared with the 
other relative velocity components. The solution progress at 
iteration number 0, 1, 2 and 9 is shown. It can be seen that 
the optimum distribution of the relative velocity (iteration #9) 
accelerates relatively slowly at the beginning then starts to 
accelerate rapidly, while near the exit, the acceleration is 
achieved in a gradual manner to the design exit velocity. Figure 
5 shows the blade angle distribution at iteration number 1, 2, 
and 9. It is interesting to note that the final form of the blade 
angle distribution (calculated at iteration #9) does agree very 
well with the blade distribution that achieved good results 
reported in the comprehensive findings of Ingham (1973) for 
a similar class of total-to-total pressure ratio and mass flow 
rate. In addition, optimum distribution does seem to be in line 
with the pressure balanced blade design reported in the study 
of Balje (1970). 

Figure 6 shows the distribution of the blockage factor for 
three blade distributions shown in the previous figure. Pam-
preen's (1981) method has been used for calculating the blade 
blockage factor. From this figure, it can be seen that the blade 
distribution calculated at iteration #9 (optimum for the spec­
ified constraints) should produce minimum overall calculated 
blockage along the shroud streamline. 

Equation (7) was evaluated for each interval along the mean 
streamline. Figure 7 shows the blade loading coefficient dis­
tribution along the nondimensional meridional distance. The 
loading coefficient is defined in a similar manner to Morris 
and Kenny (1971) as: 

C„=(P P n)/pW2 
(11) 

The figure shows the initial (iteration #0), (#1) and the final 
(optimized, #9) distribution of the blade loading coefficient. 
Here, it must be said that as a rule of thumb, the design of 
impeller suggests that the value of the blade loading coefficient 
should not exceed 0.7 (Morris and Kenny, 1971). However, in 
all shown cases this value has been exceeded. It can be seen 
that the optimized distribution reaches the critical value well 
after the first half of the flow path, while the initial and first 
iteration solutions reach the critical value before and at the 
half way points, respectively. This suggest that the flow sep­
aration point was successfully delayed in the optimized design, 
where Schuster (1980) has pointed out that this critical value 
of the coefficient is usually reached near the point of sepa­
ration. It can also be observed that the maximum value of the 
blade coefficient in the optimized design is considerably less 
than the initial value. 

To verify the configuration of the example design, a quasi-
three-dimensional flow analysis proposed by Katsanis (1964) 
and (1965) was performed and Fig. 8 show the results of the 
flow analysis. It can be seen that the velocity distribution is 
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Fig. 7 Distribution of the blade loading coefficient along length ratio 

quite smooth and free from sharp increases or decreases. Closer 
examination reveals that the diffusion was mainly achieved in 
the axial portion of the passage and it is kept minimum at the 
turning point from axial to radial. The general shape of the 
pressure ratio variation along the meridional coordinate ex­
perienced similar trend to pressure schedules of existing suc­
cessful designs that are known to have good performances. 

Concluding Remarks 

The paper describes a preliminary direct design method for 
centrifugal compressor impellers based on a prescribed rate of 
deceleration. The method employs optimization techniques for 
obtaining the detailed geometry of the example radial impeller. 
The proposed method does allow the designer to observe and 
assess the effect of the various distributions of the relative 
velocity components (very rapidly) on the overall blade shape 
such as the degree of blade wrapping, the front view of the 
impeller, the radial-axial profile of the impeller and the space 
rate of turning of the three basic flow lines (hub, mean and 
shroud). The method can also provide a quantitative idea of 
the magnitude and the detailed distribution of the blade loading 
for each individual design. The described method has been 
used to design an example impeller. Its geometric proportions 

\ 

« & * Points ai 
calculat 

re analytic: 
d. 

illy 
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Fig. 8 Velocity ratio versus meridional coordinate 

appear to be in line with existing impellers (designed using 
indirect approach) that are known to have good performance. 

Finally, it must be emphasized that the main aim of this 
investigation was to develop the use of numerical optimization 
techniques to impeller design based on a prescribed mean stream 
velocity distribution, hence the available loss models were used. 

314/Vol . 116, JUNE 1994 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



However, more refined models may quite easily be substituted 
in the overall procedure. 
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Two-Phase Velocity Distributions 
and Overall Performance of a 
Centrifugal Slurry Pump 
Back-scattering LDV has been used to investigate particulate two-phase flow in a 
centrifugal slurry pump. The measurements reported here have been made with a 
dilute suspension of 0.8 mm glass beads at the impeller-casing flow interface. This 
interface is of practical importance because the corresponding velocity and concen­
tration results can be used to determine the pump head and flowrate. The present 
study evaluates the connection between the liquid and solids velocity distribution 
measured around the impeller and the pump performance determined from meas­
urements at the pump inlet and outlet. The analysis of the velocity triangles for 
both phases shows the effect of the pump flowrate and inlet recirculation on the 
pump head at the impeller outlet, as well as the effect of particle slip on pump 
energy efficiency. A separate group of characteristic curves is proposed to represent 
the periodical fluctuations of the pump flowrate, head, and loss of efficiency due 
to particle slip, as a function of the impeller position. 

Introduction 
In order to evaluate the characteristic curves of a centrifugal 

pump, it is necessary to have a better understanding of the 
connection between the velocity distribution within the pump 
and the parameters measured at the pump extremities. The 
cylindrical surface separating the impeller outlet and casing 
inlet has been used as a representative area for this purpose 
in previous modeling and design studies (for instance see Kar-
assik et al., 1976). In this paper, experimental results on ve­
locity distributions for liquid and solids are presented as a 
function of the impeller position, and the solids influence on 
the pump head and efficiency is discussed. Previous experi­
mental studies on the solids effect have been reported using 
pressure, flowrate and concentration measurements at the pump 
extremities (Wiedenroth (1970), Vocadlo et al. (1974), Walker 
and Goulas (1984), Roco et al. (1986), and Sellgren and Vap-
pling (1986)). Velocity measurements for single fluids have 
shown a nonuniform jet-wake flow pattern at the impeller 
outlet, for shrouded and unshrouded impellers, in casings of 
different shapes, for liquids (see for instance Hamkins and 
Flack, 1987; Paone et al., 1989) and gases (see for instance 
Eckardt, 1975). Similar experimental results on solids and sol­
ids slip velocity distributions have not been found in previous 
publications, and are object of this paper. The pump head for 
the two-phase mixture at the impeller outlet is evaluated only 
from the velocity distributions assuming inertial forces as dom- • 
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inant in the pump channels and no prerotation at the pump 
inlet. The reduction of energy efficiency by particle slip as­
sumes the interface between the impeller and casing flow as a 
representative domain for particle slip velocities and concen­
tration. The corresponding approximation is satisfactory for 
showing the qualitative effects of solids and of velocity dis­
tributions. This is the first evaluation of efficiency reduction 
by solids made by starting from the two-phase flow micro-
structure. 

A schematic of the centrifugal pump tested in laboratory is 
shown in Fig. 1 (after Roco et al., 1993). The pump is of radial 
type, and has a casing concentric to impeller. Its dimensionless 
specific speed calculated as NQ05/(gH)015 is 0.46. The impeller 
of diameter Z>2, = 280 mm is shrouded, with plane shrouds and 
three blades of simple curvature. The width of each shroud is 
25 mm, and the blade width is 35 mm. The inlet clearance 
between the front impeller shroud and casing is about 5 mm. 
The pump has an inlet diameter of Z>i = 100 mm, and a discharge 
diameter of Z>2 = 76.2 mm. The blades have an inlet angle of 
26 degrees and an outlet angle of 23 degrees. The casing flow 
cross-section is rectangular, with Armax ( = 60 mm at window 
W2, and 32.6 mm at windows W3 to W8) and Bc= 100 mm, 
as shown in Fig. 1(c). The power is transmitted to the pump 
from a 15 kW motor with variable speed between /v*=0 and 
2000 rpm. The experiments presented here were run at N= 1000 
rpm. The nominal flow rate is Q„ = 63.6 m3/h and the corre­
sponding pump head is H„ = 9.7 m. The pump theoretical head 
at Q„ is 16.7 m. At Q„/2, the effective and theoretical heads 
are 10.97 m and 17.93 m, respectively. The pump Reynolds 
number based upon the linear velocity of the impeller outlet 
surface (C/2/ = irD2iN/60 =14.67 m/s) and the impeller diameter 
is 4-106.The pump is mounted in a closed circuit, with a feeder 
and a separation system for solids. The water temperature was 
maintained at 20 ± 0.5 ° C. 
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Fig. 1 The pump model: (a) casing axial cross-section, (b) casing radial 
section, (c) impeller radial section 

The 0-axis is tangential to the impeller circumference, the r-
axis is in the impeller radial direction, and the z-axis is directed 
from the impeller back shroud to the front shroud (Fig. 1(c)). 
The axial coordinate was normalized by the axial width of the 
casing (z*=z/Bc) and the radial coordinate by the radial gap 
(r* = A/7Armax), respectively. The dimensionless impeller angle 
<j>o is measured counter-clockwise from window W2, and is 
normalized by the blade-to-blade interval A<j>b = 360 degrees/ 
Z (number of blades) = 120 degrees: 

«ff = (0-*o)/A0 f t . (1) 

The angle <£0 = 23.7 degrees corresponds to the location of 

window W2, as shown in Fig. 1(a).The normalized impeller 
angle is denoted simply by <j>* if the impeller angle (encoder 
position) is measured with reference to the casing location of 
a current window. The dimensionless angle in casing, 6*, has 
the same origin as <f>: 

0* = (0 - 0„)/36O degrees. (2) 

By considering the origin at window W2, the access windows 
have the following normalized angles: 

Window* 2 8 7 6 5 4 3 2 
6* (-) 0 0.12 0.19 0.36 0.56 0.69 0.88 1 

The particles in suspension are 0.8 mm glass beads (Ss = 2.48, 
1)00 = 0.082 m/s, Reoo = 65) and have a quasi-uniform size dis­
tribution. The results presented here are for a dilute suspension, 
0.16 percent solids by volume, where the particle interactions 
are negligible. 

The liquid (in the presence of solids) and solid velocities 
were measured using a discrimination method based on the 
laser-Doppler signal amplitude (Cader et al., 1992). All three 
particle slip velocity components were obtained in a dilute 
water-glass beads mixture flow. The laser beams have access 
through eight transparent windows mounted flush into the 
casing wall. In order to obtain a better signal-to-noise ratio 
and to increase wear resistance, optical grade quartz with op­
timum light transmittance to the green and blue laser beams 
was chosen instead of plexiglass. In order to increase the amount 
of light back-scattered from the particles, the surfaces of the 
0.8 mm glass beads were made opaque by increasing their 
roughness using a mill with finer sand particles. 

General Flow Pattern and Particle Slip Velocity 
Several qualitative aspects of the flow pattern have been 

identified in the previous experimental study (Roco et al., 
1993): 

(a) Large-scale periodical, two-phase flow structures de­
velop in the entire casing, and are dominated by stationary 
waves. The stationary waves have two prominent maxima at 
the casing tongue and in the "bottle-neck" sector (at windows 
W8 and W3 in Fig. 1(a), respectively). They are determined 
by a combined effect of the impeller blade motion, impeller-
casing flow interaction, and secondary currents in pump. Be­
tween windows W8 and W4 counterclockwise, there is a sector 
in casing where the flow is accelerated, and velocity fluctua­
tions are relatively smaller; 

(b) The particles generally lead the fluid in the radial di­
rection and lag in the circumferential direction; 

Nomenclature 

A2i = impeller outlet cross-sectional area, 
TTD2iB2i 

B2i = blade width at the impeller outlet 
D2, = impeller outlet 

diameter 
H = pump head 
TV = pump rotational speed 

r, 6 (degrees), z = coordinates 
Q, Q„ = flow rate, and its nominal value 

Qrc = casing recirculation flowrate past 
the cut-water (Fig. 1(a)) 

Qir = inlet clearance recirculation flow 
(Fig. 1(c)) 

Reoo = particle Reynolds number calculated 
with the terminal settling velocity v„ 

u = velocity normalized with U2i at a given 

USL = 

U = 

UsL = 

U2i = 
Vac = 

> " m = 

z = 
<*s = 

8A = 
" ' m a x 

A</>, A<t>b 

AJJ. slip ~ 

slip velocity at a given <t>0 ( = us— uL) 
average of u over the blade-to-blade 
interval 
average of usL over the blade-to-blade 
interval 
peripheral impeller tip speed 
terminal settling velocity at as = 0 
specific density of solids and mixture, 
respectively 
number of blades on impeller 
volumetric solids concentration 
uncertainty of A 
maximum radial gap (Fig. 1(c)) 
angular interval, and the blade-to-blade 
angular interval, respectively 
loss of efficiency due to particle slip 
impeller angle measured from window 
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(c) The measured circumferential velocity distribution at the 
impeller-casing flow interface, averaged over the blade width 
(B2i) and pump circumference (0* = Q-1) correlates well with 
the head obtained from the pressure measurements over the 
pump inlet and outlet. The velocity averages over the casing 
width (Bc) underestimate the pump head. All averages reported 
in the following sections have been performed over the blade 
width. By integrating the corresponding radial velocity distri­
butions over B2i, one obtains the sum of the discharge flowrate 
(Q) and of the inlet recirculation flowrate (Qir in Fig. 1(c)). 

(d) The periodical and turbulent velocity fluctuations have 
a complexity which is not fully reflected in the present flow 
simulations. This paper presents only the periodical velocity 
fluctuations and their averages which are relevant to the overall 
pump performance. 

Particle slip velocities cause a change in the mixture velocity 
triangle and a supplementary energy loss because of the work 
performed by the drag forces. Slip velocity at a point is a 
function of the blade position relative to that measurement 
location in casing, From the general analysis of the blade-to-
blade velocity data, three <f>* intervals have been identified: 

— </>* = 0 to 0.5, the wake interval after the displacement 
of a blade. This interval is generally marked by larger velocity 
gradients for liquid velocity components and maxima of their 
standard deviations. The liquid radial velocity tends to in­
crease, and the circumferential velocity to decrease. The ve­
locity standard deviation increases after the blade displacement 
at 4>* =0 to 0.3, which suggests an increase of the turbulence 
intensity for the same interval. The radial and circumferential 
particle slip velocities are larger immediately after 4>* = 0, and 
then decrease; 

— 4>*=0.5 to 0.82, the interval before the arrival of the 
leading face of the next blade. In this interval the liquid velocity 
and its standard deviation have a continuous decrease. This 
interval corresponds to the boundary layer formed on the pres­
sure face of the blade. The particle slip decreases to a minimum 
at both Q„ and Q„/2, while the absolute circumferential slip 
reaches a minimum in this interval only at Q„/2; 

— <j>* =0.82 to 1, corresponding to the displacement of the 
cylindrical surface of the blade trailing edge past the measuring 
point. 

Periodic Characteristic Curves 
Usually, the pump performance at flanges (<t>p, ̂ p ri) or at 

the impeller outlet ($/,, M̂  rj) is given in average over all impeller 
rotations for the duration of the acquisition, i.e. averaged over 
the impeller angle (cftf). For instance: 

Nomenclature (cont.) 

W2, and from a current window, re­
spectively 

* = pump flange-to-flange flowrate coeffi­
cient 

tyb = pump head coefficient at the impeller 
outlet, averaged over B2i 

^tp = pump flange-to-flange head coefficient 
7/ = hydraulic pump efficiency (gp QH/shaft 

power) 
v = kinematic viscosity 
6 = angular position in casing 

Subscripts 
av = averaged around the impeller (over 0 = 0 

to 360 degrees) 
b = blade, averaged over B2i 
i = impeller; or i = r, 6 

The periodical variation of the pump head, flowrate and ef­
ficiency loss caused by particle slip, can be determined by using 
the measured velocity distributions as a function of the im­
peller angular position. The pump dimensionless coefficients 
may be plotted versus $0*: *s W>o) = GsW>o)/(t/2;'42;), 
•*!, (<!>$) = gHb(4>$)/Ul, and Arjs'iip(^). This group of charac­
teristic curves, identified in the present study, is important 
when the pump vibrations and the pressure fluctuations in an 
hydraulic system as a whole are relevant. The periodical fluc­
tuations of the pump head and flowrate during the impeller 
rotation can induce pump vibrations, which may be amplified 
if the pump-pipe system attains its resonance frequency. By 
volume-time averaging the velocities to get the pump flowrate 
coefficient, and mass-time averaging the velocities to get the 
pump head coefficient at the impeller outlet, at a given impeller 
angle, and neglecting the fluid prerotation at the impeller inlet, 
one obtains for a liquid-solid particle mixture 

#6 = (1 - as) < uLj > 6,av + as< uSJ > ft,av (4) 

= < «L,r > 6,av + as< UsL,r > b,m = *L6 + A*s6 

* £ = [(1 - Ots) < ULfi > b,av + OtsSs < USi6 > A > a v ] / 5 m (5) 

= [ < W i , S > b,m + Ots(Ss<Usj> b,av~ < ^Lfi > i ,av)]/5», 

The velocities in Eqs. (4) and (5) are normalized by the pe­
ripheral impeller tip speed, U2i, and averaged over the blade 
width (B2i) and over all windows around the casing 

<">*,av = r——I dz\ u-dd (6a) 
ZwB2i JB2. J2T 

The particle slip velocity in the / direction is 

UsL,i=*usj-uLij=ufLj-vm/U2i (i = r,6) (6b) 
The liquid and solids slip velocities from the right-hand side 
of Eqs. (4) and (5) were determined from the LDV measure­
ments. Only the velocities averaged over B2i are used in these 
equations. However, the velocity distributions as a function 
of z have strong, typical nonuniformities, as previously pre­
sented (Caderetal., 1992; Rocoetal., 1993). Figure 2 illustrates 
the periodical blade-to-blade change of water velocity and par­
ticle slip velocity in the radial direction at window W6 as a 
function of the impeller angle cj>* relative to that window. The 
velocity changes with <j>* at this window are representative for 

ir = inlet circulation 
L, s, m = liquid, solids and mixture, respectively 

p = pump, flange-to-flange 
r, 6, z = radial, circumferential and axial 

direction, respectively 
re = recirculation in casing past the cutwater 

< >b = average over B2i (z* =0.35 to 0.7) 
< >c = average over Bc (z* =0 to 1) 

2 / = at the impeller outlet 

Superscripts 
/•*, 6*, z* = normalized coordinates 

U*L - dimensionless usL at a given </>0 
( = usfU2i/v„) 

U*L = dimensionless UsL (= UsL- U2i/va) 
0o, </>* = normalized </>o and ^ by A0fc, respec­

tively 
* ' , -9', Ar)s'|ip = define *, * , Aijsiip at a given angle <£0 
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Fig. 2 Periodical fluctuations of radial velocities at window W6: (a) 
<uu>b at Q„ and Q„/2; (b) < u s \ r > 6 at 0„ and 0„/2 (uncertainties: 
60* = 0.001; 6<u t , r>i, = 0.03; S<u£u>b = 0.04) 

the whole pump (Roco et al., 1993). The water radial velocities 
increase after the displacement of a blade, reaching a maximum 
at about 0* = O.7, for both Qn and Q„/l. The particle slip 
velocity is larger in the wake interval {<$>* =0-0.5). In average 
over <f>*, the radial slip velocity is about 80 percent larger at 
Q„ than at Q„/2. 

The water velocity triangle and corresponding particle slip 
vector are functions of the location in casing. The effect of 
the impeller angular position ($*) on the water velocity triangle 
and particle slip vector is illustrated in Fig. 3 for window W6, 
at Q„/2, by representing the vector extremities at intervals of 
A</>* = 0.05. The dimensionless slip velocities U*LJ (i = r or 6) 
are normalized by the particle settling velocity v„. The peri­
odical water and particle slip velocity fluctuations, starting 
from </>*=0 to 0.25, 0.5, 0.75, and again to 0, have a char­
acteristic pattern. It is noticeable in Fig. 3(a) that the radial 
velocity increases more than three times when <j>* changes from 
0 (when a blade's suction side passes by window W6) to 0.75 
(before the arrival of the next blade at window W6). The 
increase is more than five times at Q„, and the domain covered 
in the <ug>b direction is also larger (Roco et al., 1993). The 
modulus of the particle slip velocity is larger in the wake in­
terval (0* =0-0.5) as compared to <j>* =0.75 (Fig. 3(b)). 

By averaging the fluid and particle slip velocity vectors given 
in Fig. 3 over the blade-to-blade interval ($* = 0 to 1), one 
obtains a pair of mean vectors corresponding to window W6 
(Fig. 4). Figures 4 (a and b), show the mean water and particle 
slip velocity vectors at all windows around the casing (from 
window W2 to W8) at Q„/2. The circumferential water velocity 
is slightly larger at W3 and W4 and smaller at W6* W7, and 
W8, as compared to the average for all windows. The mean 
radial velocity is about zero at window W8, and maximum at 

2-

A 1-

* 0 
V 

W6 

< U „ T > s l rb 

< u 
b. 

sL.iKb 

Fig. 3 Effect of 0* on the velocity vectors at window W6: (a) water 
velocity triangles at Q„I2; (b) particle slip velocity vector at 0„/2; each 
circular dot is for a value i*, for instance 0, 0.25, 0.50, and 0.75 (uncer­
tainties: &<uLli>(, = 0.03; 6<us*L,>6 = 0.04; i=r,6) 

windows W6 and W7 (Fig. 4(a)). In average over the casing 
circumference, the particle slip velocity vectors have negative 
circumferential components and positive radial components at 
Q„/2 (Fig. 4(b)). Both the norms and angular positions of the 
Slip velocity vectors at Q„/2 are more dispersed as compared 
to Q„. The circumferential components vary between 
< U?L,e>b=* - 7 at window W8 and =2 at window W3. If at 
Qn the maximum angle between the slip velocity vectors is 75 
degrees, at Q„/2 the corresponding angle between the particle 
slip velocity vectors at W8 and W3 is larger than 90 degrees. 
The radial and circumferential velocities averaged over </>* have 
a nonuniform distribution around the casing circumference 
(see Fig. 4 (c to e)). A progressive increase of the liquid cir­
cumferential velocity is observed between window W7 (after 
the casing tongue) and window W3 (before the discharge pipe). 
The liquid radial velocity has a peak at window W6-W7, and 
another at window W2. The absolute value of the radial particle 
slip velocity reaches its maximum at window W3, and the 
corresponding circumferential component at window W8, at 
the tongue (Fig. 4 (d and/)). While the radial liquid velocity 
< ULtr>b is larger at Q„ as compared to Q„/2 (Fig. 4(c)), the 
corresponding circumferential component is larger at Q„/2 
because of the recirculation flowrate past the cutwater Qrc (Fig. 
4(e)). This is true also at window W2 near the casing outlet, 
from where the flowrate splits into Q and Qrc. The recirculation 
Qrc develops similar to a vortex flow around the impeller, and 
is relatively large, particularly at off-duty flowrates, as in any 
pump with concentric impeller and casing. 

The effect of solids on the characteristic curves can be de­
termined from the second term of #& and &̂ in Eqs. (4) and 
(5). The results'are plotted in Figs. 5 and 6. The flowrate and 
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Fig. 4 Variation of the liquid velocity triangle and slip velocity vector, 
averaged over B2h at windows W2 to W8, at Q„I2: (a) water velocity 
triangle; (b) particle slip velocity vector c, d, e, f. <Uu>b, <U£Lj>b, 
< VL, > b, and < U s \ , > b. at QJ2 versus Q„.(uncertainties: S < ULJ> b = 0.03; 
d<U'Li> = 0.04; /'= r,0; and 66' = 0.001) 

pump head have periodical fluctuations because of the finite 
number of blades. The standard deviation of the liquid flow 
coefficient $ib(<t>o) is almost the same at Q„/2 and Q„ (40 to 
45 percent), while the standard deviation of liquid head coef­
ficient *ifc(0o) is smaller at Q„/2 (4 percent) than at Q„ (7 
percent). The largest variations of <k£i, and ^[i, occur at 
</>o =0.7-0.85, which corresponds to the arrival of the leading 
face of a blade at window W2. The standard deviation of 
*s6(^o) and ~iTsb(4>o) are between 45 percent and 71 percent. 
The most significant variations of <fc'& and ^/fc are in the wake 
interval ($o = 0-0.5) of a blade passing by window W2. Overall, 
the standard deviation of the total head coefficient ^'b (Eq. 
(5)) derived from the velocity distributions is about 10 percent 
at Q„, and about 5 percent at Q„/2. The periodical velocity 
fluctuations at each window are an order of magnitude larger, 
but most velocity fluctuations cancel each other by averaging 
around the casing. 

The work required to overcome the solid-liquid drag forces 
results, in a reduction of the pump energy efficiency, A^p. 
The corresponding energy dissipation due to particle slip was 
evaluated assuming that the impeller-casing flow interface is 
a representative area in the pump. This implies that the average 
particle slip velocity and concentration at that interface are 
assumed equal to the corresponding averages in the whole 
pump. This approximation is adopted in order to make a first 
evaluation of the effect of solids and of the impeller blade 
position. The energy dissipated per unit volume of fluid at the 
impeller outlet is obtained by multiplying the number of par-
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Fig. 5 Effect of <>>'> on the flowrate coefficient at the impeller outlet 
(averaged over all circumferential windows): (a) for water, *£„, (b) for 
solids, * ; „ (uncertainties: «#/,, = 0.03; S * ^ = 0.04; S$* = 0.001) 

tides per unit volume of mixture (6as/{irds)) with the modulus 
of the drag force and the measured slip velocity. The drag 
force is estimated by assuming a drag coefficient equal to 0.44, 
corresponding to developed turbulent flow around the particle. 
The result is multiplied by the volume of mixture in the pump, 
and normalized by the total hydraulic power of the pump 
(pgQH). For dilute slurries with negligible particle interac­
tions, Ar/s'ijp is proportional to solids concentration. The ratio 
Ar/sHp/ttj averaged over the casing circumference, is represented 
as a function of the blade-to-blade angular position 4>* in Fig. 
7. The energy dissipation is larger in the blade wake (interval 
(j,* = 0-0.5) especially at Q„/2, and decreases before the arrival 
of the next blade (interval 0* =0.5 to 0.82) where energy dis­
sipation is about the same at both flowrates. 

The periodicity due to the finite number of blades has a 
significant effect on the local velocity distribution. In the pre­
sent experiments, the blade-to-blade velocity fluctuations are 
of the same order of magnitude as the mean velocity. However, 
due to averaging around the casing, the fluctuations of the 
pump dimensionless coefficients <j>b' and ^ are about 40 and 
10 percent of the mean, respectively. If the impeller has a 
smaller number of blades, it is estimated that the periodical 
fluctuations of the characteristic curves would increase. 

Head-Flowrate Performance Curve 
The dimensionless pump flow rate and head coefficients 

given in (4) and (5) are now averaged over <j>$. By denoting 
*b = Qb/(.U2iA2,) and *b = gHb/Ul, one has: 

Fig. 6 Effect of <j>,' on the head coefficient at the impeller outlet (av­
eraged over all circumferential windows): (a) for water, \frib, (b) for solids, 
^ (uncer ta in t ies : 6* / 6 = 0.03; 5*sb = 0.04; U* =0.001) 

Fig. 7 Effect of <l>5 on loss of energy efficiency by particle slip in the 
pump, A%'iip/as (uncertainty 0.06) 

* 6 = <J>sG?4>0* 
J0 

= (1 - Ofj) < ULir > ft.av + a* < Us,r > b,av 

- < UL<r > b,av + &s< UsLj > ft.av 
,1 

(7) 

*„= *bd4>$ 

= [(1 - as) < ULfi > 6iav + usSs < Us_e > b^\/Sm 

= [<ULj>i),av + as(Ss<US:e>b,av- <ULfi>b^]/Sm (8) 
where 

UsLJ = Usj -UL,,= Us*Lj • vj U2i (i = r.ff) (9) 
and as is solids concentration by volume, Ss is the solids specific 
density, < ULJ>bim (i = r,d) are the Eulerian averages for the 
liquid velocity components in the presence of solids, and 
< l/si,/>ft,av (i = r>9) a r e the Eulerian averages for the particle 
slip velocity components normalized by !>„. 

By introducing the circumferential averages of the LDV 
measured velocities plotted in Fig. 4 (c-f) into Eqs. (7) and 
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Fig. 8 Head versus flowrate coefficient averaged over the impeller ro­
tation: 1. *(, and *t, from LDV measurements over S2/; 2. * p from magnetic 
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Fig. 9 Energy efficiency loss due to particle slip: (a) JK*P); (6) Aij,up/ 
as(*p); 1. calculated with <l>b and ¥,, from LDV measurements over S2J; 2. 
calculated with the flange-to-flange * p and ¥p coefficients; 3. best fit 
Curve of 2 (uncertainties: 5ifs0.03; 6Atisn?la8 = 0.06; M>p = 0.03) 

(8), one obtains two points (*6,^A) corresponding to Q„ and 
Q„/2. The points are marked by circles in Fig. 8. Since the 
velocity distribution Was measured between the impeller 
shrouds, the resulted flowrate is the sum of the discharge 
flowrate (Q) and inlet recirculation flowrate (Q,r). The solid 
triangles in Fig. 8 correspond to the head determined from the 
LDV velocity measurements, •*(,, and the discharge flowrate 
Q measured with a magnetic flowmeter mounted on the dis­
charge pipe, $p. The points marked by circles and triangles 
are compared to the ^p(ip) curve, which was obtained by 
using the flange-to-flange manometer pressure measurement 
(for ^p) and the magnetic flowmeter (for <J>P). It is obvious 
that the differences in flowrate between the points marked by 
circles and triangles are due to the inlet recirculation (dimen-
sionless coefficient *,>). This recirculation is larger at Q„/2 
(Q,r = 33.2 m3/h) as compared to Q„ (Q,>=18.8 m3/h). By 
considering the average of the velocities over the impeller blade 
width (B2i) to determine the head coefficient, the agreement 
with typ obtained from pressure measurements is within 5 per­

cent. The difference between SŜ  and ~%p includes the headlosses 
in the pump casing. If the averages had been taken over the 
entire casing width (Bc) the pump head coefficient predicted 
from the velocity distribution would have been lower because 
the mean circumferential velocity over Bc is lower than over 
Bi,. 

Previous experimental results (including Sellgren and Vap-
pling, 1986; Walker and Goulas, 1984; Roco et al., 1986), were 
based only on the pressure, flowrate and concentration meas­
urements at the pump inlet and outlet. The present analysis 
shows the origin of the characteristic curve ^p ($p), and how 
the internal two-phase flow structure dictates its shape. 

Efficiency Loss by Particle Slip 
The pump efficiency curve JJ(*/>) obtained from the measured 

parameters on the pump is represented by a solid line (3) in 
Fig. 9(a). This is the best fit curve for r\ calculated with ^ip 
from pressure measurements, #p from the magnetic flowmeter, 
and power measured at the pump shaft. The solid triangles (1) 
correspond to -q calculated with yb results from the LDV ve­
locity measurements (see Eq. (8) and Fig. 8), while *,, and 
power are measured in the same way. 

The energy dissipation caused by particle slip for a full 
impeller rotation is obtained by integrating the results pre­
sented in Fig. 7 over <l>*. The dissipation is about three times 
larger at Q„/2 than at Q„. The averages over the blade-to-
blade interval are: Ar/S|ip/ai = 0.047 for Q„, and 0.144 for Q,,/ 
2 (see Fig. 9(b)). 

Experimental Uncertainty 
The complexity of the measurements gives rise to numerous 

sources of uncertainty, from which only the most important 
are considered here. These sources are related to the LDV 
device (optical system and signal processors), and the statistical 
error involved in the choice of sample size. The Doppler fre­
quency processors have an uncertainty of 1 percent for an 
individual measurement. The optical components of the LDV 
(TSI) also have an uncertainty of 1 percent. These optical 
components and the quality of the surfaces of the windows 
inserted into the pump casing affect the positioning of the 
probe volume in the pump. Several single-phase measurements 
at different locations were repeated, giving rise to differences 
of less than 1 percent between measurements at the same lo­
cation. By setting the confidence level for an Eulerian average 
at 95 percent, the sampling uncertainty varies between 0.1 and 
1 percent as a function of the local variance of the velocity 
histograms. The radial velocity component, measured at the 
impeller outlet, has a ratio of the standard deviation to mean 
of about 1. The same ratio for the circumferential component 
is about 0.1. The uncertainty of velocity fluctuation of an 
individual measurement was found to be 1 percent of the mean 
velocity (same as Hamkins and Flack, 1987). The uncertainty 
of the r-6 cross-correlation of the velocity fluctuations was 
found to be 2 percent of the square of the mean velocity. 

Conclusions 
The velocity distributions at the interface between the im­

peller and casing flow can be used to evaluate the pump head-
flowrate characteristic curve at the impeller outlet. The relevant 
averaging surface for velocities is at the impeller outlet over 
the blade width (B2i), and not over the casing width (Bc) as 
one may be intuitively inclined to choose. 

The periodical fluctuations of the pump flowrate and head 
as a function of the impeller angle may cause pump vibrations, 
which could be amplified if the pump-pipe system is in reso­
nance. It is proposed that #^($o)> ^A(</>O)>

 ar>d Aijs'iiP(</>o) be 
considered as a supplementary set of "periodic characteristic 
curves." Similar curves may be defined for the corresponding 
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flange-to-flange characteristics. The flowrate and head fluc­
tuations at the pump discharge are about ten times smaller 
than those of the velocity fluctuations at the impeller-casing 
interface because of the averaging effect around the casing. 

The main features of the liquid velocity distributions at Q„ 
and Q„/2 are similar, with smaller periodical fluctuations and 
with larger inlet clearance recirculation at Q„/2 (see Figs. 5, 
6, and 8). 

Besides the scientific relevance, the performed velocity meas­
urements in a slurry pump model may be of interest in design 
and operation; for modifying the empirical formula of the 
impeller-casing slip factor, understanding the effect of the 
pump construction and particle size on the characteristic curves, 
defining areas with larger fluctuating and particle slip velocities 
in wear analysis, or calibrating computer codes. 
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Hydrodynamic Design 
Considerations for Hydroacoustio 
Facilities: Part I—Flow Quality 
Design studies are described for two recently completed large scale hydroacoustic 
test facilities (one of which is the world's largest). These recirculating water tunnels 
have a different configuration than conventional tunnels, and special hydrodynamic 
design studies were required to evaluate and optimize the performance of some 
critical components. This paper considers the flow quality in the test section as 
influenced by the design of the contraction and the turbulence management system. 
Numerical modeling and experimental work were used to arrive at an acceptable 
nonsymmetrical nozzle design. Studies were also made of a turbulence management 
system using honeycombs rather than screens as typically used. Although design 
goals for turbulence levels were met, this study indicated that additional research 
in the area of turbulence management is necessary before there is a complete un­
derstanding of the overall process of turbulence attenuation. 

I Introduction 
There has been a resurgence of interest in the development 

of flow facilities for laboratory research and testing. Although 
water tunnels have been used successfully in the past for cav­
itation research, their use in the field of hydroacoustics has 
been limited. This is primarily associated with the fact that the 
older water tunnels were not designed for that purpose. How­
ever, some modifications have been made to reduce the noise 
levels and thereby increase their utility. 

Recently, specific efforts have been directed toward the de­
sign and construction of "quiet" water tunnels. These efforts 
have resulted in some new facilities now in operation, e.g., the 
Large Cavitation Channel (LCC) for the U.S. Navy, and the 
Hydrodynamics and Cavitation Channel (HYKAT) for the 
Hamburg Ship Model Basin (HSVA) in Hamburg, Germany. 
These facilities utilized a number of design features that de­
viated from conventional water tunnel design practice. For 
example, it was necessary to design a nonsymmetrical nozzle 
that could produce a uniformity of flow in the test section that 
was equal to or better than what could be achieved with a 
conventional nozzle. Special attention was also given to the 
development of a turbulence management system that would 
reduce test section turbulence levels to about 0.1 percent with­
out introducing significant amounts of self-generated noise. 

Anticipated design problems were evaluated by both nu­
merical and physical modeling. The physical model for the, 
LCC included the contraction, test section, and diffuser at a 
scale ratio of 1 to 10. The HYKAT model included the portion 
of the flow circuit from the vaned elbow preceding the settling 
chamber to the pump intake, thereby including three of the 
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four elbows in the loop; the scale ratio for this model was 1 
to 5. Both models used air as the test fluid. Further details are 
presented by Wetzel et al. (1983), Arndt et al. (1984), Song et 
al. (1987, 1988), Wetzel and Arndt (1990, 1991). Some results 
for these two models and comparison with the numerical models 
are discussed in the following sections. In this paper only the 
contraction and the turbulence management system are con­
sidered. Studies of the rest of the flow circuit are described in 
a companion paper (Wetzel and Arndt, 1993). 

II. General Considerations 

A. Specifications. Typical performance specifications for 
state-of-the-art facilities are: 

1. Test section velocity uniformity within 1 percent of mean 
value of the longitudinal velocity excluding the boundary layer. 

2. A turbulence level of 0.1 percent or lower 
3. Model test configurations top mounted or sting mounted 

for propellers 
4. Velocity regulation (±1/2 percent of full scale) 
5. Test section pressure 3.4 KPa to 414 KPa, 0.03 to 4.0 bar 
6. Water quality (particle size < 5 microns) 
7. Extremely low noise levels in the test section 

B. Configuration. In order to meet these specifications, 
consideration must first be given to the general overall con­
figuration. To satisfy the requirements for a top-mounted test 
body such as a ship hull, it is convenient to have the entire 
top of the upper leg of the tunnel flat. In this manner it is 
possible to enter the test section without a major draining of 
the tunnel circuit. The use of a flat top also removes the static 
head which exists for a symmetrical contraction. Thus, lower 
cavitation numbers can be obtained in the test section; this is 
particularly important for the lower velocities. 

The two configurations studied by the authors are shown in 
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Fig. 1 Configurations of new cavitation facilities, (a) LCC (b) HYKAT 

Fig. 1. (The shaded region in Fig. la indicates the components Tests on existing water tunnels have indicated that the pump 
physically modeled for the LCC.) Although they are similar is the most significant noise source in the flow circuit. There­
in appearance, there are some differences as indicated in Table fore pump cavitation is an important consideration (see Wetzel 
1. and Arndt, 1993). The location of the pump in the lower leg 

Nomenclature 

c = nozzle contraction ratio 
Cp - pressure coefficient 

= (P-P0)/(l/2)pU2 

f = frequency 
M = honeycomb cell size 
P = pressure 

Po = reference pressure 
Re = Reynolds number 
St = Stratford number 
u = fluctuating velocity 

U\,Ui,Uj, = components of fluctuating 
velocity • 

U = mean stream velocity 
x = streamwise direction 
Xj = position of inflection 

point 
y = vertical direction 
r\ = turbulence reduction 

factor 
/i = dynamic viscosity or non-

isotropy factor 

v = kinematic viscosity, or 
nonisotropy factor 

p = fluid density 

Subscripts 

e = exit 
/ = inflection point (see test) 
/ = inlet 
/ = local 

P = plenum 
T = test section 
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Table 1 Comparisons of LCC and HYKAT 
LCC HYKAT 

Test section LWH, m 12x3x3 11x2.8x1.6 
Test section velocity, m/s 15 11.5 
Contraction ratio 6 4 
Main diffuser area ratio 3.12 2.3 
Second elbow Round Square 

of the flow circuit is also of importance. In conventional de­
signs the pump is usually installed immediately downstream 
of the second elbow. (The elbows are numbered starting with 
number one following the main diffuser in the upper leg.) Such 
an installation provides the maximum length possible for the 
flow to stabilize before entering the main contraction in the 
upper leg. However, the inflow velocity distribution at this 
location may not be symmetrical; thereby increasing the li­
kelihood of pump cavitation and unsteady flow. A compromise 
is therefore made to locate the pump at some distance from 
the second elbow to improve the inflow velocity characteristics. 
This is a compromise since this configuration requires the pump 
drive shaft to be lengthened, which may require an additional 
support bearing. For a given overall length of the water tunnel, 
the diffuser following the pump is reduced in length, resulting 
in an increase of the included angle of the diffuser for a given 
area ratio. This decreases the pressure recovery from the pump 
outflow so that these features must be considered in the trade­
off analysis. 

The configuration of the test section, i.e., cross-section shape, 
size, and length, is determined by the particular type of testing 
and test bodies for which the facility is to be used. Current 
trends are for either a rectangular or square cross-section of 
considerable length. The cross-sectional area is determined 
from an analysis of the blockage corrections required for given 
test bodies. For a closed test section of constant cross sectional 
area, a longitudinal pressure gradient exists due to the devel­
opment of the wall boundary layers. Compensation for bound­
ary layer growth can be made by diverging the walls in the 
direction of flow, or if corner fillets are employed, the fillet 
size can be diminished in the flow direction. In either case, the 
solution is valid only for a given flow velocity, and therefore 
is not commonly employed. 

The quality of the flow in the test section is directly related 
to the contraction design, which involves consideration of con­
traction ratio, shape, and length. As mentioned above, other 
considerations dictate the design of a nonsymmetrical con­
traction. 

To achieve the desired turbulence level, attention must also 
be directed towards the turbulence control system (honeycomb 
and/or screens) upstream of the contraction. A considerable 
amount of literature on turbulence management is available 
that can be utilized, for example, Loehrke and Nagib (1976), 
Ramjee and Hussian (1976), Tan-Atichat and Nagib (1982), 
and Lumley and McMahon (1967). 

In the above considerations, it must be stressed that a state-
of-the-art facility design requires careful evaluation of many 
individual components, and the iteraction between these com­
ponents to an extent that has probably not been previously 
considered. 

In the past most designs were developed from experience, 
physical model tests, and to a limited extent, theoretical com­
putations based on potential flow theory. The latter was used 
particularly for design of axisymmetric contractions and turn­
ing vanes in cascade. Fortunately, sufficient progress has now 
been made in numerical modeling so that computations can 
be made for 3-D flow in contractions, including effects of non­
uniform inlet velocity profiles. These computational proce­
dures have been verified by experimental measurements and 
are now a valuable tool in the design of hydrodynamic test 
facilities. 

Ill Contraction Design 
Several parameters are of importance in the determination 

of a nozzle design which includes contraction ratio, length, 
and shape. The contraction ratio essentially sets the physical 
dimensions of many other parts of the flow circuit. Large 
contraction ratios permit the use of large cross-section conduits 
in other parts of the circuit and thus reduce headloss. In gen­
eral, the larger contraction ratios tend to contribute to better 
flow uniformity and lower turbulence levels in the test section. 
However, compromises must be made in the interest of econ­
omy. Wind tunnels are usually provided with relatively large 
contraction ratios; greater than 10 is quite common (Morel, 
1977; Pope, 1966; Pankhurst and Holder, 1952). In the design 
of large water tunnels, lower ratios are employed due in part 
to the physical structure required to hold the large volume of 
water involved. 

The length of the contraction should be as short as possible 
to reduce the boundary layer development, and yet prevent 
boundary layer separation due to adverse pressure gradients. 
Short length is also desirable for economic considerations, but 
may not be compatible with other flow requirements. Length 
and shape of the contraction are closely related parameters. 
Here reference to shape is more directed towards the boundary 
shape rather than the cross-sectional shape. 

Numerical modeling techniques based on the inviscid Euler 
equations based on the inviscid Euler equations have been 
applied to the analysis of three-dimensional non-symmetrical 
contractions and have included the influence of non-uniform 
entrance velocity distributions on contraction performance. 
These techniques have been discussed by Song and Yuan (1988) 
and have been experimentally verified (Wetzel et al., 1986). 
Contractions with ratios of 4 and 6 were of particular interest 
for the HYKAT and LCC. The tops of these contractions were 
flat, with curvature confined to the sidewalls and bottoms. 
For the larger contraction ratio, the cross section was square 
(LCC), whereas for the smaller ratio, the cross section changed 
from square to rectangular at the test section (HYKAT). 

Several boundary shapes were selected for detailed study. 
The first nozzle shape has been suggested by Wille (1963) and 
is given by 

with the origin at the nozzle exit. L is the nozzle length and 
y0 is the maximum ordinate at the nozzle entrance (x = L). The 
point of inflection is located at X\ =x/L = 0.737. (x is measured 
upstream in Eqs. (1) and (2).) 

During development of the LCC, a physical model was con­
structed and evaluated using this contour and a contraction 
ratio of six. Measurements were made of boundary pressures 
and the exit velocity profiles. Although the exit velocity profiles 
were essentially uniform, the pressure distribution near the 
inlet indicated a possibility of boundary layer separation due 
to the adverse pressure gradient. Consequently, several other 
contraction shapes were investigated using the numerical model. 
The overall length and contraction ratio were not changed. 

The boundary curves selected for this purpose were defined 
by fifth-order polynomials, i.e., 

JH(f)-(l)-(z)! 

where A = 10 x ;(4x,-3)/A B=-2A+5, C=A-4, and 
D=l0xj-12xi+3, where x-, is the position of the inflection 
point. 

The family of fifth order polynomials given by Eq. (2) as a 
function of x, was selected to improve the boundary layer 
separation characteristics. As the flow enters the contraction, 
the wall pressure rises and then decreases as the flow is ac­
celerated. The magnitude and spatial rate of change of the 
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Fig. 2 Effect of inflection point location on Cpmi„ and separation pa­
rameter for contours given by Eq. (2) (LCC) 
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Fig. 3 Comparison of measured and calculated mean test section ve­
locity distributions, x, = 0.5L (LCC) 

pressure, if excessive, can lead to boundary layer separation. 
Near the exit of the contraction, an overshoot of velocity 
occurs, resulting in a further decrease in boundary pressure 
before rising to the test section pressure. This pressure mini­
mum can lead to local cavitation if sufficiently low. The mag­
nitude of the pressure coefficients can be changed by varying 
the location of the inflection point, Xj. It can be shown that 
with Xj = 0.5, the second derivative of Eq. (2) is zero at x/L = 1. 
For any other xh this condition is not satisfied. 

According to Stratford (1959), the turbulent boundary layer 
separates at the point where 

dCp\ _ _ 6 _ , / 1 0 (3 ) Cplx—-I =0.35(10-° Re)1 

where d1p/dxl>§ and Cp<4/7. 
In the above equation, Cp is the pressure coefficient and 

Re = Ux/v. To test the likelihood of boundary layer separation, 
the Stratford number was computed along the centerline and 
corner line of the bottom surface. 

v 1/2 
St = Cp(xdCp/dx)'"-0.35(\0~bRey/w (4) 

Thus, the boundary layer will separate if St>0 with no sep­
aration predicted for St<0. 

The minimum pressure coefficient occurring near the exit 
of the contraction has been determined for various x-, using 
test section wall and dynamic pressures as reference values. 
Equation (4) has also been calculated near the entrance to the 
contraction with entrance wall and dynamic pressures used for 
reference and at typical full-scale Reynolds numbers. The re-

— COMPUTED 

O MEASURED 

Fig. 4 Comparison of measured and computed contraction wall pres­
sures. Bottom centerline, x, = 0.5L (LCC). Error band shown with brack­
eted lines. 

suits of these computations for the LCC are shown in Fig. 2. 
As the inflection point is moved closer to the entrance, the 
pressure coefficient becomes less negative, which is desirable 
for cavitation resistance. However, the tendency for boundary 
layer separation increases as ST also becomes less negative. 
Thus, for a contraction of given length and area ratio, a com­
promise must be made as to the location of the inflection point. 

The experimental data for the velocity distribution along the 
horizontal and vertical centerlines at mid-distance in the LCC 
test section are plotted in Fig. 3. The velocity profiles are quite 
flat outside the boundary layer regions, and the experimental 
data agree well with the computations of the math model. The 
variations are within the ± 1 percent required by the specifi­
cations. 

The wall pressures along the bottom centerline are shown 
in Fig. 4 with the pressure coefficient referenced to test section 
pressure and velocity. Good agreement between the measured 
and calculated pressures was obtained. No evidence of any 
boundary layer separation was noted. However, the pressure 
minimum near the contraction exit was of concern. As the 
numerical model was sufficiently accurate in the prediction of 
boundary pressures, it was used to determine the performance 
of the final contraction shape. It can be noted in Fig. 2 that 
St approaches zero quite rapidly as xt increases. For example, 
St is approximately doubled if x/L is reduced to 0.7 from 
0.737 with only a slight change in the minimum Cp. Near the 
exit region of the contraction, calculations of St for various 
X; indicated a nearly constant value of about -0.6, which is 
sufficiently negative to indicate that separation would not be 
expected. Therefore, the governing factor at the exit is the 
magnitude of the minimum pressure coefficient and the impact 
on cavitation inception. 

Additional studies were made during the development of the 
HYKAT. A parametric study has been made to evaluate the 
performance of three-dimensionsal contractions using the nu­
merical model. The contraction ratio was fixed at four with 
an inlet section 4.23 m square and two slightly different con­
traction lengths were used. Of particular interest was the min­
imum pressure coefficient occurring near the downstream end 
of the contraction. Results of these computations are listed in 
Table 2 for the inflection point located 0.6 times the contraction 
length from the exit. The influence of upstream velocity non-
uniformity was also examined by using a linear profile with 
the velocity at the bottom 20 percent greater than the mean 
velocity. 

The velocities, «max and «min. are the maximum and minimum 
velocities, wherever they occur across the section, and u is the 
mean velocity at the section. The pressure coefficient is ref­
erenced to test section pressures and velocities. 

Runs 1 and 2 show the effect of changing the exit section 
from rectangular to square and keeping the inlet section square. 
This changed the minimum Cp by about 7 percent. Results for 
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Table 2 

Run 
no. 

1 
2 
3 
4 
5 
6 
7 

Contraction 
length, m 

7.7 
7.7 
7.7 . 
8.7 
8.7 
8.7 
8.7 

Test 
section, m 
2.8x1.6 

2.12x2.12 
2.8x1.6 
2.8x1.6 
2.8x1.6 
2.8x1.6 
2.8x1.6 

Inflow 
"max ~ U/U, 

percent 

0 
0 
0 
0 

20 
0 
20 

Outflow 
" m a x - " / " , 

percent 

0.69 
0.94 
1.1 
0.91 
2.37 
0.29 
1.72 • 

Outflow 
u - umin/u, 

percent 

0.27 
0.62 
0.58 
0.50 
1.30 
0.30 
1.47 

Min 
Cp. 

-0.113 
-0.121 
-0.038 
- 0.022 
-0.032 
-0.085 
-0.089 

a symmetrical contraction of two different lengths are listed 
as Runs 3 and 4. Here the magnitude of Cp has been reduced 
from the value of the non-symmetrical configuration of Run 
1 and also the increased length has resulted in further reduction 
of Cp. Computations for the symmetrical contraction with a 
non-uniform inflow velocity distribution are summarized in 
Run 5. A small change is noted in Cp, but a larger change is 
noted in the outflow velocity distribution as evidenced by com­
parison of Runs 4 and 5. 

Data for the longer non-symmetrical contraction with a uni­
form and non-uniform inlet velocity distribution are listed in 
Runs 6 and 7. Only a slight change in Cp is observed, again 
with a larger change in the outlet velocity distribution. The 
minimum pressure coefficient occurs in the bottom corner. 
The calculated cavitation number for an extreme case, assum­
ing vapor pressure at the top of the test section is about 0.25. 
This is considerably in excess of the magnitude of the pressure 
coefficient, and therefore cavitation should not occur at that 
location. 

Other alternatives were examined to evaluate cavitation, ve­
locity uniformity, and boundary layer separation. These were 
a nonsymmetrical design with a flat top, an intermediate design 
with 1/3 of the contraction from the top and 2/3 from the 
bottom, and a symmetrical design with equal contraction from 
the top and the bottom. In terms of velocity uniformity and 
boundary layer characteristics, all were about equally good. 
However, it is normally desired to have cavitation occurring 
in the test section before any other locations in the tunnel. In 
the case of HYKAT, it was found that with a flat top surface, 
cavitation initiates at the test section for any velocity, whereas 
for the other two cases, cavitation will start first at the con­
traction entrance if the velocity is below about 5 and 7 m/s, 
respectively. On this basis, non-symmetrical sections with a 
flat top have been found to be acceptable. 

VI Turbulence Management 
Low turbulence levels in the test section are very desirable 

for modern water tunnels. The high turbulence levels in or­
dinary water tunnels make it difficult to interpret and apply 
to design the results of research on a variety of topics ranging 
from cavitation to boundary layer control. While considerable 
information on turbulence management exists for wind tun­
nels, information on water tunnels is sparse. In addition, the 
use of screens, the most commonly used device for turbulence 
control in wind tunnels, is not possible in water tunnels because 
of their tendency to "sing" in water flow. The literature con­
tains information on retrofitted turbulence management sys­
tems. In these cases the incoming turbulence was a measured 
quantity. In the design of a new tunnel, the incoming turbu­
lence is an unknown and can only be estimated. It is therefore 
desirable to carry out physical modelling of the turbulence 
management system since the experience with designing low 
turbulence water tunnels is very limited. Fortunately, there is 
sufficient information available in the literature to make a first 
cut at design which can then be "fine tuned" with physical 
model studies. The approach has been to use the theory of 
Lumley and McMahon (1967) and Batchelor (1960). Appli­
cation of this theory was experimentally verified by Robbins 

(1978) during the retrofit of the turbulence management system 
in the Garfield Thomas Water Tunnel at the Pennsylvania State 
University. 

The turbulence intensity in the test section is due primarily 
to three factors: 1) the scale and magnitude of the turbulence 
entering the management system, 2) the attenuation of tur­
bulence by the honeycomb and the generation of new, finer 
scale turbulence leaving the honeycomb, 3) the decay of tur­
bulence in the stilling basin and the contraction. Lumley (1964) 
has developed a procedure for determining the attenuation of 
incoming turbulence by a honeycomb. This is summarized in 
Lumley and McMahon. Primarily three factors are important: 
1) the ratio of intergral scale of the incoming turbulence to 
the honeycomb cell size, 2) the length to diameter ratio of the 
honeycomb cells, and 3) the Reynolds number based on cell 
size. Lumley and McMahon suggest that the attenuated in­
coming turbulence and the self-generated turbulence can be 
added linearly. They propose this on the basis that the scales 
of the residual incoming turbulence and the self-generated 
turbulence are so different that little interaction occurs. For a 
distance, xP downstream of a honeycomb, the turbulence in­
tensity in the plenum is given by 

U1 V* 

0.0072 
' Xp/M 

(5) 

where M is the mesh size of the honeycomb. The turbulence 
level in the test section is a result of viscous dissipation and 
the effects of the contraction on the turbulence in the plenum. 
Unfortunately, theory and data are only available for sym­
metrical nozzles of circular cross section. If the nozzle is ideal­
ized as conical, the equivalent straight section is 1/3 the total 
length. To this must be added the length of the stilling basin. 
Thus, the viscous decay is given by 

(u2)P 

1P 

XT 

(6) 

where XT is the length of the stilling basin plus the equivalent 
length of nozzle. The effect of the contraction was derived by 
Batchelor (1960) as 

U' 

jx + 2v (u 

3c' u-
(7) 

where c is the contraction ratio of the nozzle, n and v are 
factors due to the nonisotropy of the turbulence, which are a 
function of the contraction ratio: 

/*=7 c •2(log4c3- • 1 ) (8) 

(9) 

Batchelor provides a plot of /x and v as a function of contraction 
ratio for convenience. The attenuation factors in Eqs. (6) and 
(7) must be multiplied together to obtain the turbulence level 
in the test section. 

The design procedure would appear to be relatively straight-
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Fig. 5 Schematic of streamline model 

forward. Given the scale, and amplitude of the incoming tur­
bulence, r) can be determined on the basis of the selected 
honeycomb characteristics. Equation (5) is used to determine 
the plenum turbulence level and Eqs. (6) and (7) are used to 
determine the final test section turbulence intensity. Unfor­
tunately, there is little evidence to support the use of this 
procedure in the design of the LCC or the HYKAT since the 
problem is complicated by the use of tandem honeycombs and 
the fact that the nozzles are non-symmetrical and noncircular 
in cross section. It was therefore deemed prudent to experi­
mentally verify the design procedure. During the design of the 
LCC, a rather unique experimental program was carried out 
which allowed the evaluation of full-scale honeycomb to min­
imize scale effects. Only a representative stream tube could be 
investigated in the laboratory. The stream tube has the same 
contraction ratio and the same contraction length as the pro­
totype nozzle. The experimental apparatus is shown schemat­
ically in Figure 5. A representative section of full-scale 
honeycomb contained more than 800 cells. Thus, the stream 
tube model was deemed to be a reasonable simulation of the 
effects of contraction on the turbulence. A grid of quarter 
round bars were placed horizontally just downstream of the 
bellmouth inlet, oriented so that the rounded ends simulated 
the leading and trailing edges of a system of turning vanes. 
Turbulence was measured using hot-wire anemometry at 
twenty-one stations along the stream tube. Representative data 
obtained with two different honeycombs are shown in Figs. 6 
and 7. The attenuation of plenum turbulence for a contraction 
ratio of 6 is expected to be from Eq. (7): 

U' 
= - ^ = 0.0835 

U7 

(10) 

which must be multiplied by the viscous decay factor. For the 
experimental setup this is estimated to be 

( " 2 ) P 
= 0.2 (11) 

Thus, the overall attenuation is found to be 

Nozzle Attenuation factor 

u2/U 

u2/U 

= V0.0835x0.2 = 0.129 (12) 

Neglecting the influence of the contraction on the structure of 
the turbulence and neglecting viscous dissipation, the nozzle 
attenuation factor would be simply l /c = 0.167. The data in 
Fig. 6 indicate this factor to be 0.13 for M- 5.08 cm in agree-
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O 
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Fig. 6 Variation of u/U based on local velocity along axis of streamtube, 
M = 5.08 cm. Error band shown with bracketed lines. 
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Fig. 7 Variation of o/U based on local velocity along axis of streamtube, 
M = 2.54 cm 

ment with calculations. On the other hand, the data for the 
2.54 cm grid (Fig. 7) indicate that the finer mesh honeycomb 
is more effective in attenuating upstream turbulence (as ex­
pected), but the resulting turbulence is less effectively atten­
uated in the nozzle. However, care must be given to the 
interpretation of these results. Only the axial component of 
turbulence was measured. The turbulence must be isotropic at 
the inlet and outlet of the contraction for the ratios of 

ui/U and \j uL/U to be comparable since 

j?=(wf + u| + wf) (13) 
More detailed analysis due to Arndt et al. (1983) indicate that 
there is a more complete return to isotropy for the finer scale 
turbulence downstream of the 2.54 cm honeycomb and the 
ratio of turbulence intensity between the test section and plenum 
are more closely representative of the ratio of total turbulence 
intensity. This study only provided guidance but unfortunately 
was not directly applicable to the design of the LCC since a 
tandem honeycomb design was selected. 

Further experimental studies were made during the design 
of HYKAT. A tandem honeycomb design is also used. After 
considerable analysis, the upstream honeycomb was selected 
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Table 3 Comparison between measured and calculated tur­
bulence levels in the 1:5 HYKAT model 

Turbulence level 
Location 

Upstream of 
both honeycombs 

Downstream of first 
honeycomb 

Downstream of second 
honeycomb 

Test section 

Measured 

0.130 

0.090 

0.060 

' 0.0015 

Calculated 

— 

' 0.041 

0.023 

0.0029 

to have a cell diameter of 2 cm and a length of 40 cm. The 
second honeycomb positioned 40 cm downstream has a length 
of 20 cm and a cell diameter of 1 cm. Studies were made in a 
1:5 air model of most of the HYKAT circuit (described earlier). 
Verification of the HYKAT design is not possible in the model 
because of the mismatch in Reynolds nubmber, the difficulty 
in obtaining scaled-down honeycombs, and the fact that the 
entire flow circuit was not modeled. Therefore, it was decided 
to verify the design procedure instead. Two sections of ho­
neycomb, properly spaced and having a length to cell diameter 
ratio of 24 was used in the model. Turbulence was simulated 
upstream of Elbow No. 4 by placing a coarse grid in the 
entrance section of the model. Turbulence levels were measured 
upstream of the first honeycomb, between the honeycomb, 
downstream of the second honeycomb, and at the entrance of 
the test section. These data were used to verify predictions of 
•q, and self-generated turbulence for both honeycombs (Eq. 
(5)) and to determine the viscous dissipation and modification 
of the turbulence converted through the contraction (Eqs. (6) 
and (7)). The measured results and the design equations are 
compared in Table 3. The measured overall attenuation ap­
pears to be very good, i.e., 13 percent at the inlet to the 
turbulence management system results in only 0.15 percent in 
the test section compared to a predicted value of 0.29 percent 
in the test section. Again caution should be exercised since the 
theoretical comparisons are based on the turbulence returning 
to isotropy at each station, whereas in actuality different de­
grees of anisotropy probably exist at each measurement point 
in the model. Inspection of the data in Table 3 indicate that 
the honeycomb is less effective than predicted, but the con­
traction is more effective than expected leading to an overall 
performance of the turbulence management system that is sus­
piciously good, the results for the nozzle are especially in con­
tradiction with the LCC tests. This is not entirely unexpected 
since the HYKAT nozzle departs markedly from the assump­
tion of uniform contraction inherent in the LCC stream tube 
model. Unfortunately, full-scale verification of the turbulence 
management design has not been carried out in either the LCC 
or the HYKAT to date (January, 1993). 

The important message to be obtained from this discussion 
is that our understanding of the details of turbulence man­
agement are incomplete. Time and budgetary constraints often 
force the design program to depend on limited one-dimensional 
turbulence data, when a more extensive program of turbulence 
research is necessary before the design procedure can be im­
proved. 

IV Conclusions 
An extensive review of the literature and design experience 

with two very large hydroacoustic design facilities indicate the 
following: 

1. An inviscid Euler model is an effective computational 
tool for contraction design. This technique is superior to po­
tential flow analysis because flow distortion at the nozzle inlet 
can be simulated. Design studies to date indicate that non­
symmetrical nozzles with contraction ratios as low as four can 
be developed that have good flow properties. 

2. Existing theory can be used for preliminary design of 
turbulence management systems. More research is necessary 
before test section turbulence levels can be predicted with ac­
curacy. It is highly recommended that physical modeling of 
water tunnels include extensive measurements of all three com­
ponents of turbulence at select positions in the water tunnel 
circuit. 
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Hydrodynamic Design 
Considerations for Hydroaooustic 
Facilities: Part II—Pump Design 
Factors 
The St. Anthony Falls Hydraulic Laboratory has been involved in the hydrodynamic 
design of large cavitation facilities, which require a high performance axial flow 
pump that is cavitation free to meet stringent design conditions. As cavitation has 
been shown to be the largest noise source in an otherwise well designed facility, it 
must be eliminated for the design range of flow conditions. To reduce the possibility 
of blade cavitation it is desirable to have a near uniform, or at least, a near sym­
metrical approach velocity distribution at the pump inlet. The design of flow facilities 
to achieve such an inflow was the subject of extensive investigations. These inves­
tigations consisted of both numerical and physical modeling of critical components 
in the test loop. The influence of these components, which included the contraction, 
diffuser, and turning vanes was carefully documented. The combination of the two 
modeling techniques will be demonstrated as an effective design tool for a high 
performance, hydrodynamic test facility. 

1 Introduction 
There has been an increasing interest in the development of 

high-speed flow facilities for research and testing. These fa­
cilities have been previously used primarily for cavitation re­
search but are now being designed so that hydroacoustic 
research also can be conducted. The requirements for a quiet, 
recirculating flow facility place severe design restrictions on 
various components in the flow circuit. A slight amount of 
cavitation that may have been acceptable in earlier designs is 
no longer tolerable. It has been determined from noise meas­
urements in many different water tunnels that cavitation of 
the main drive pump is the major source of noise. Therefore, 
the design of the pump becomes a critical item and requires 
special attention. The criteria for cavitation performance and 
noise are generally less stringent for most commercial pump 
applications than required for the flow facilities considered 
here. Thus, special consideration must be given to the inflow 
velocity distribution to the pump and attempt to make it as 
symmetrical as possible. 

Wetzel and Arndt (1993) discuss in detail the overall design 
requirements for hydroacoustic facilities. In that paper, con­
sideration was given to the design of the contraction, test 
section, and the turbulence management system with examples 
drawn from two major design programs: the U.S. Navy's Large 
Cavitation Channel (LCC) and the German Hydrodynamic 
and Cavitation Tunnel (HYKAT). This paper addresses the 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
January 11, 1993; revised manuscript received September 24, 1993. Associate 
Technical Editor: T. T. Huang. 

design of the remaining critical components such as the diffuser 
and turning vanes and their impact on pump inflow and pump 
head requirements. The overall design program included both 
physical and numerical modeling of selected critical compo­
nents in the flow loop including the diffuser. The two modeling 
techniques were complementary in that one guided the other 
during the optimization of the flow elements. To the authors' 
knowledge, this is the first time that a numerical model based 
on a cell averaged eddy simulation approach (Song and Yuan, 
1990) was used interactively with an experimental program to 
optimize the design including improving the pump inflow. The 
physical model for the LCC included the contraction, test 
section, and diffuser at a scale ratio of 1 to 10. The HYKAT 
model included the portion of the flow circuit from the vaned 
elbow preceding the settling chamber to the pump intake, 
thereby including three of the four elbows in the loop; the 
scale ratio for this model was 1 to 5. For further reference, a 
sketch of the HYKAT model is given in Fig. 1. Additional 
details are presented in Arndt et al. (1984), Arndt and Wei-
tendorf (1990), Song et al. (1988), Weitendorf et al. (1987), 
and Wetzel and Arndt (1990, 1991, 1993). 

II General Considerations 
The focus of this paper is on the requirement for extremely 

low noise levels in the test section. Cavitation-free pump op­
eration requires a well designed pump impeller operating in a 
distortion-free inflow and sufficient net positive suction head 
(NPSH) at the pump impeller. 

The location of the pump in the lower leg of the flow circuit 
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Nomenclature 

V mean velocity 
P mean pressure 
T turbulence Intensity ' 
BP mean boundary pressure Vertical Inclined 

Elbow 2 Fairing Configurations 

Fig. 1 Sketch of 1 to 5 physical model 

is also of importance. In conventional designs the pump is 
usually installed immediately downstream of the second elbow. 
(The elbows are numbered starting with number one following 
the main diffuser in the upper leg.) Such an installation pro­
vides the maximum length possible for the flow to stabilize 
before entering the main contraction in the upper leg. However, 
the inflow velocity distribution at this location may not be 
symmetrical; thereby increasing the likelihood of pump cavi­
tation and unsteady flow. A compromise is therefore made to 
locate the pump at some distance from the second elbow to 
improve the inflow velocity characteristics. However, the pump 
drive shaft must be lengthened and may require an additional 
support bearing. For a given overall length of the water tunnel, 
the diffuser following the pump is reduced in length, resulting 
in an increase of the included angle of the diffuser for a given 
area ratio. Since this decreases the pressure recovery from the 
pump outflow, these features must be considered in the trade­
off analysis. 

The high-speed flow from the test section must be reduced 
in velocity before it enters the pump. The main diffuser is used 
for this purpose, and it must be carefully designed to avoid 
flow separation and instabilities. The flow quality at the exit 
of the diffuser has a direct impact on the design of the vaned 
elbows with regard to vane strength, cavitation susceptibility, 
and turning action. If the test section is noncircular in cross-
section, a shape transition must occur somewhere before the 
pump. It is generally most desirable to accomplish the shape 
transition in a separate component, rather than include it in 
a component designed for other purposes as well. 

Decisions must also be made regarding the shape of the vaned 
elbows, i.e., circular or noncircular, vane profile, angle of 
inclination, and spacing based on an analysis for cavitation, 
turning capability, headloss, and structural integrity. Both 
steady and unsteady loads are of concern. Trailing edge vi­
bration should be eliminated by proper design to prevent' 'sing­
ing" and consequent noise generation. 

Extensive numerical modeling has been carried out for vaned 
elbows, including effects of the walls and non-uniform inlet 
velocity profiles. Recent developments in numerical modeling 
allowed for direct numerical simulation of the diffuser flow 
as well. These computational procedures have been verified 

by experimental measurements and are now a valuable tool in 
the design of hydrodynamic test facilities. Specific examples 
are given in the following sections. 

Ill Component Design 

A. Main Diffuser. The component that has the most in­
fluence on velocity distributions throughout the tunnel circuit 
is the main diffuser, which is also responsible for a major 
portion of the headloss in the circuit, typically 25 to 50 percent. 
Thus, the diffuser has an impact on both the head requirement 
of the pump and its subsequent cavitation performance. 

A two-dimensional numerical model for turbulent flows was 
developed to analyze the performance of diffusers (Yuan et 
al., 1991; He and Song, 1991; Song et al., 1991; He et al., 
1991). The flow in a diffuser is affected by a number of factors 
including: (1) inflow velocity distribution, (2) Reynolds num­
ber, (3) exit pressure distribution, (4) lateral diffusion, (5) 
inflow turbulence level, etc. The effect of inflow turbulence 
level on diffuser performance was not analyzed. The lateral 
diffusion affects the diffuser performance because it reduces 
the mean velocity over a cross section and increases the adverse 
pressure gradient. In the model, the effect of reduced mean 
velocity is partially accounted for by comparing the results 
based on normalized values. The effect of increased adverse 
pressure gradient is ignored. Of the first three factors listed 
above, the effect of inflow velocity distribution has been found 
to be most important. 

Because the diffuser flow is so sensitive to the variation in 
the inflow velocity profile, model calibration was most effec­
tively done by adjusting the inflow velocity distribution. A 
very minor adjustment in the inflow velocity distribution was 
needed to make the calculated exit velocity profile match the 
values measured in the physical model. 

The experimental results that were used for comparison with 
the numerical model were obtained for diffusers with a hor­
izontal top and the bottom sloped at an angle of 5.4 degrees. 
These measurements consisted of mean boundary pressures 
and velocity profiles. It is expected that turbulence levels may 
be quite high at the exit of a diffuser, and therefore may have 
a strong influence on the performance and stability of the 
turning vanes in the elbow attached to the diffuser exit. To 
arrive at an estimate of these turbulence levels, measurements 
were made on the non-symmetric diffuser to be used in the 
LCC. This diffuser was square in section with an area ratio 
of 3.2. Similar measurements were not made during the HY-
KAT program since the general trends were expected to be the 
same. 

Turbulent velocity components were measured with eight 
TSI, Inc. Model 1240, x-wire probes. A 16-channel constant 
temperature anemometer designed and fabricated in-house was 
connected to the probes. Anemometer output voltages were 
sampled by an Analogic A-D converter with simultaneous sam­
ple and hold input amplifiers. Sampling rates of 2000 and 500 
samples per second were used. The digital samples were stored 
and subsequently processed by a PDP 11/34 computer. 

Turbulence intensities of axial and vertical velocity com-

Nomenclature 

Cp = pressure coefficient = 
(P-PQ)/l/2PU2 

f = frequency 
H = diffuser height 
P = pressure 

P0 = reference pressure 
<2toP = discharge, top half of 

cross section 
Qbtm = discharge, bottom half of 

cross section 

« i . "2, 

R 
Re 
u 

"1 

V 
X 

y 

e 

= radius 
= Reynolds number 
= fluctuating velocity 
= components of fluctuat­

ing velocity 
= mean stream velocity 
= streamwise direction 
= vertical direction 
= angle-diffuser vane, cir­

cumferential 

v = 
P = 

Subscripts 
B = 
e = 
i = 
I = 

T = 

kinematic viscosity 
fluid density 

bottom wall 
exit 
inlet 
local 
top wall, also test section 
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Fig. 3 Turbulence intensity of vertical velocity component diffuser exit. 
Error band shown with bracketed lines. 

ponents, uu u2, are shown in Figs. 2 and 3 for five vertical 
stations. Each of the RMS values of the unsteady components 
have been normalized with the local mean axial velocity. The 
lowest intensity occurs near the diffuser centerline, and the 
intensity increases as the walls are approached. The U\ com­
ponent is considerably greater than the u2 components, with 
values up to about 25 percent being measured near the wall. 

The arctangent of the vertical velocity component is rep­
resentative of the angle of attack sensed by the first set of 
turning vanes. The angle of attack at the vertical centerline is 
about 4 degrees near the middle of the diffuser exit. The angles 
increase near both the top and bottom walls, reaching a value 
of about 10 degrees near the top and 9 degrees near the bottom. 

These angles are quite large, and are to be considered very 
conservative. The instantaneous angles of attack and the re­
sulting changes in the lift on a turning vane are considerably 
less due to the effects of unsteadiness. A more complete anal­
ysis is given by Greeley et al. (1984) and Norman et al. (1985). 

The mean velocity profiles and the changes in angles of 
attack are important in the design of cavitation-free turning 
vanes in the elbow. Although there is a pressure rise along the 
diffuser axis, the centerline velocity is about 1.6 times the 
average velocity. Vane profiles must be selected that have a 
negative pressure peak of low magnitude to avoid the occur-
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centerline of diffuser. Error band shown with bracketed lines. 

rence of local cavitation. The analysis of the turning vanes is 
discussed in the next section. 

The data samples for the u2 component were transformed 
into a power spectrum by applying fast Fourier transform 
(FTT) program to the sample data. It was found that a Liep-
mann spectrum (Amiet, 1970) would fit the low frequency very 
well is properly shifted. The shift necessary to match the Liep-
mann spectrum with the estimated spectrum gave a value for 
a time scale at each probe location. The time scale was con­
verted to a length scale by using the local measured mean 
velocity U,. This estimated length scale was combined with the 
measured mean square average_vertical component to give a 
dimensionless ordinate <j> (KL)At\L and abscissa 2wfL/Ui = KL 
as shown in Fig. 4. The length scale, L, varied from about 
0.12 m at the centerline to about 0.06 m at the walls. In terms 
of the diffuser exit height, these values correspond to L/H of 
about 0.25 to 0,1. The ratio of the length scale to the semi-
chord length of the turning vanes is an important parameter 
in the unsteady analysis referred to above. For the LCC vanes, 
this ratio varied from about 2 at the centerline to about 1 near 
the wall. 

B. Vaned Elbows. The turning vanes in the elbow at the 
exit of the main diffuser are the most critical of the four elbows. 
They are exposed to the highest velocity and the lowest pres­
sure. As previously shown, the velocity distribution is far from 
uniform across the cascade, and turbulence levels are high at 
the diffuser exit. Criteria used in selection of turning vanes 
include flow turning ability, resistance to cavitation and sep­
aration, flow induced vibration, headloss, and structural 
strength. 

Initial attempts to select a suitable profile were based on the 
NACA four-digit airfoil series, as some experimental data were 
available for some particular shapes in a finite cascade (Sil-
berman, 1949, 1953). These experiments also indicated that a 
ratio of the vane spacing to chord length of about 0.5 resulted 
in low headloss in the elbow. The desired section should have 
a small, negative pressure peak near the leading edge, and be 
relatively insensitive to angle of attack changes. The vane pro­
files selected were first evaluated using potential flow calcu­
lations for an infinite cascade in a uniform flow. The best 
candidates were further evaluated numerically in a two-di­
mensional finite cascade including the top and bottom walls 
of the elbow (Song et al., 1986). 

The vane profile selected from the 4-digits series for a 87.5 
degree turn for the first elbow in the LCC had a parabolic 
mean line with maximum camber of 19 percent located 30 
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percent from the leading edge and a maximum thickness of 15 
percent. All percentages are referenced to the chord length. 
They were installed with the chord line of each vane making 
an angle of 105 degrees with the cascade axis and spaced at 
0.5 chord lengths from meanline to meanline along the cascade 
axis. Some experimental measurements were made with this 
configuration in a wind tunnel simulation of the LCC to es­
tablish the turning action (Cary, 1985). Results are shown in 
Fig. 5. The average turning angle is close to the desired angle, 
with a slight underturning action. The turning action has also 
been calculated for several angles referenced to the design 
angle, as shown in Fig. 6 for the LCC. These calculations 
indicate that the vanes should be set at about an additional 
degree to achieve the desired turning angle. 

In contrast to the LCC, the turning vanes in the HYKAT 
consisted of circular arcs of different radii for the pressure 
and suction surfaces, thereby providing a chordwise variation 
in vane thickness. In this case, experimental measurements 
were made of the turning performance of the vanes for various 
stagger angles. The calculated pressure distribution on the up­
per and lower surface of a circular arc vane with a 14 percent 
thickness ratio is shown in Fig. 7. The pressure coefficient, 
Cp, is referenced to the average pressure and velocity at the 
elbow entrance. Computations of the cavitation number at the 
axial centerline of the diffuser exit for maximum flow con­
ditions resulted in a value of 1.8 at the minimum test section 
cavitation number of 0.12. If the magnitude of the negative 
pressure coefficient is less than this value, cavitation should 
not occur. Considerable margin against cavitation can be noted. 

Measurements of the velocity profiles at the diffuser exit of 
the HYKAT generally showed that the velocity distribution 
was skewed with higher velocities near the inner wall than the 
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Fig. 8 Computed variation of discharge ratio with vane angle. Error 
band shown with bracketed lines. Symbols are computed points. 

outer wall of the tunnel circuit. This asymmetric velocity dis­
tribution is expressed as a discharge ratio, RQ = Qm/Qum where 
Qtop and Qbtm is the discharge through the top and bottom half 
of a cross section, respectively. Thus, the discharge ratio RQ 
was less than one. As it was desired to have a near symmetrical 
profile at the pump intake, attempts were made to modify the 
velocity distribution by changing the angle of the vanes from 
their design position. This possibility was evaluated numeri­
cally with a hypothetical elbow and a long, straight channel 
as shown in Fig. 8. The first computations were made using 
model results for the inlet velocity profile to the elbow with 
RQ of about 0.91. The angle of the turning vanes was decreased 
by 3 degrees from their design value, as indicated by the circular 
symbols and Ad= - 3 . It can be seen that far downstream of 
the miter line that RQ has increased and is slightly less than 
one. At higher Reynolds numbers, typical for the full scale 
water tunnel, the velocity profile at the entrance to the elbow 
was anticipated to be more symmetrical. To confirm this, com­
putations of the exit velocity profile has been made for the 
HYKAT diffuser at model and full-scale Reynolds number 
using the numerical model. The vertical centerline profiles are 
shown in Fig. 9 and the increased symmetry at higher Reynolds 
number is apparent. Using the results in Fig. 9 for guidance, 
computations were made with the inlet RQ of about one and 

' again with the vane angles set 3 degrees less than the design 
angle. These results are also plotted in Fig. 8. For this case, 
the 3 degree underturning overadjusted the flow downstream. 
Therefore it can be seen that the turning vanes can be used to 
modify the velocity profiles, but should be done with care. As 
a reasonable design target for the HYKAT, a Reynolds number 
of about 65 percent of the design maximum was used to select 
a vane setting. After several trials, it was found that the best 
condition was obtained by setting the vanes for 1.5 degree 
underturning as shown in Fig. 8. 
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Fig. 9 Computed HYKAT diffuser exit velocity profiles at model and 
full-scale Reynolds number 

C. Pump Inflow Velocity Distribution. The temporal mean 
inflow velocity distribution to the pump is of particular interest 
to the pump designer in order to provide a cavitation-free 
pump. During the design of HYKAT, velocities were measured 
along radial lines from the pump shaft to the outer housing 
of the pump impeller. A number of radial lines were selected 
for these measurements, and the circumferential position of 
the lines has been referenced to top center. 

Extensive measurements were made in the 1 to 5 scale HY­
KAT model (Fig. 1). All velocity measurements were made 
using a TS1 hot wire anemometer Model 1050 and Model 1240-
T1.5 hot wire probes. A LeCroy analog to digital converter 
Model 8210 was used in conjunction with an AT&T 3B2 com­
puter. The A/D converter sampling rate was 10,000 Hertz and 
the anemometer filter's cut-off frequency was set at 5000 Hertz. 
A linearizing program was used to convert the signal to velocity 
data which were then averaged over the sample. Velocity read­
ings were referenced to the measured mean velocity in the test 
section with the same probe, if possible (Song et al., 1988). 

The first measurements indicated considerable variation of 
the velocity in the circumferential direction with a deficiency 
of velocity at the bottom which was deemed unacceptable. 
This resulted in an extensive search for the source of the non-
symmetry. Experimental results showed that the non-symmetry 
originated at the exit of the main diffuser, and was transmitted 
essentially unchanged through the two vaned elbows. There­
fore, attempts were made to alter the velocity profile by re­
ducing the turning action of the vanes, and thus directing more 
flow to the outside of the tunnel. The numerical model was 
used to guide the direction of the physical model tests as de­
scribed previously in III.B. 

As the vanes in the first elbow are most critical for cavitation 
susceptibility, it was decided that the adjustment of vane angle 
should be made at the second elbow where lower velocity and 
higher pressures are present. A comparison of the final and 
initial designs is shown in Fig. 10. These data were obtained 
in the HYKAT model. The improved uniformity of the final 
design justifies the interactive experimental-computational de­
sign procedure used here. 

As an added benefit, the final design model test data were 
extrapolated to full-scale Reynolds number using the calculated 
differences in the diffuser exit profile shown in Fig. 9 (Wetzel 
and Arndt, 1990). 

D. Component Headloss. The pump designer also needs 
the head requirement for the pump, as determined from the 
headlosses in the system. A summary of the component head-
losses for the HYKAT at the design test section velocity of 
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0.95 Final Design 

0.5 Initial Design 

0.95 Initial Design 

V -Axial Velocity 
Vs = Test Section 

Velocity 

V/v, 

180 225 
6 In degrees 

Fig. 10 Measured pump intake axial velocity distribution comparison 
between initial and final designs, HYKAT. Error band shown with brack­
eted lines. 

Table 1 Summary of measured headlosses 
Component H,(m) 

Test section 
Main diffuser 
1st elbow 
Downcomer diffuser 
2nd elbow 
Pump diffuser 
3rd and 4th elbow 
Turbulent management 
Contraction 
Acoustic grids (optional) 
Misc. piping 

L = 

0.310 
0.727 
0.178 
0.019 
0.132 
0.065 
0.118 
0.549 
0.008 
0.381 
0.053 
2.54 m 

11.5 m/s without a test body is given in Table 1. About 70 
percent of the total loss occurs in the upper leg. 

IV Conclusions 
Extensive design experience with two very large hydroa-

coustic design facilities indicate the following: 
1. Typical designs include a diffuser in the upper leg. The 

diffuser is responsible for approximately 25 to 50 percent of 
the total headloss in the tunnel circuit. Nonsymmetrical dif-
fusers have skewed velocity profiles at the exit which are a 
primary cause of flow distortion at the pump inlet. Satisfactory 
nonsymmetrical diffusers can be designed but deviations from 
conventional design must be approached with caution. Diffuser 
performance is very sensitive to the inflow velocity profile and 
Reynolds number. Work to date indicates that a numerical 
model of the diffuser flow coupled with physical model studies 
can be a very effective design tool. 

2. Turning vanes set at the proper angle will turn the flow 
without velocity distortion. Moderate changes in the exit ve­
locity profile can be made by adjustment of the vane angle. 
Predictions of the turning angle can be made with a numerical 
model. 

3. The velocity distribution of the pump intake can be im­
proved by adjustment of the turning vanes in the elbows pre­
ceding the pump. Improvements in pump inflow can result in 
the design of cavitation-free pumps that are essential in hy-
droacoustic test facilities. 

4. The calibrated numerical models of the main diffuser and 
guide vanes were used to extrapolate the pump inlet profile 
measured in the physical model to the prototype condition. 
This provides the pump designer with the best possible input 
data for achieving a cavitation-free pump design. 
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Splattering During Turbulent
Liquid Jet Impingement on Solid
Targets
In turbulent liquid jet impingement, a spray of droplets often breaks off of the
liquid layer formed on the target. This splattering of liquid alters the efficiencies of
jet impingement hedt transfer processes and chemical containment safety devices,
and leads to problems of aerosol formation in jet impingement cleaning processes.
In this paper, we present a more complete study of splattering and improved cor"
relations that extend and supersede our previous reports on this topic. We report
experimental results on the amount of splattering for jets of water, isopropanol­
water solutions, and soap-water mixtures. Jets were produced by straight tube nozzles
ofdiameter 0.8 - 5.8 mm, with fully developed turbulent pipe-flow upstream of the
nozzle exit, These experiments cover Weber numbers between 130-31,000, Reynolds
numbers between 2700-98,000, and nozzle-to-target separations of 0.2 ::; lid::; 125.
Splattering of up to 75 percent of the incoming jet liquid is observed. The results
show that only the Weber number and IId affect the fraction ofjet liquid splattered.
The presence ofsurfactants does not alter the splattering. A new correlation for the
onset condition for splattering is given. In addition, we establish the range of
applicability of the model ofLienhard et al. (1992) and we provide a more accurate
set of coefficients for their correlation.

1 Introduction
Liquid jets which impinge on solid surfaces often splatter

violently, expelling a shower of droplets from the liquid film
formed On the target. These airborne droplets are indicative
of lowered cooling efficiency, lessened cleaning ability, or re­
duced coating efficiency, dependirtg on the specific application
of the impinging jet. In cleanroom situations, where impinging
jets are used for post-etching debris removal, splattered liquid
can produce airborne contaminants. In. metal-jet forming op­
erations, splattering is a primary cause of reduced yield. In
situations involving toxic chemicals, the splattered droplets
create a hazardous aerosol whose containment may necessitate
significant air filtration costs.

Previous studies of splattering have demonstrated that it is
driven by the disturbances on the surface of the impinging jet
(Errico, 1986; Lienhard et aL, 1992). Thus, undisturbed lam­
inar jets do not splatter, unless they are long enough to have
developed significant disturbances from capillary instability.
Turbulent jets, on the other hand, develop surfaCe roughness
as a result of liquid-side pressure fluctuations driven by the
turbulence, and they are highly susceptible to splattering.

Errico (1986) induced splattering of laminar jets by creating
surface disturbartces with a fluctuating electric field. His results
showed that splattering commenced at progressively lower jet
velocities when the amplitude of disturbance was increased.
He also showed that splattering appeared on the liquid film
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on the target as the disturbances from the jet spread radially.
When a turbulent jet strikes a target, similar travelling waves
originate near the impingement point and travel outward on
the liquid film (see Fig. 1). When the jet disturbances are
sufficiently large, these waves sharpen and break into droplets
(Fig. 2). All observations indicate that the amplitude of these
disturbances on the jet govern splattering. They further in­
dicate that splattering is a non-linear instability phenomenon,
since the liquid film is clearly stable to small disturbances but
unstable to large ones (Varela and Lienhard, 1991).

Lienhard et al. (1992; called LtG hereinafter) reported
measurements of the splattered liquid flow rate for turbulent

Fig. 1 Waves on the liquid layer and splattering. Waler jet with
We. = 2475, lid = 31, and E= 0.108 (Courtesy: X..Liu)
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Viscous boundary layer 

Fig. 2 Turbulent jet Impingement and splattering: instantaneous liquid 
surface 

jets in the form of the ratio of splattered flow rate, Qs, to the 
incoming flow rate, Q: 

K Q 
(1) 

LLG also proposed a model for splattering that related the 
rms amplitude of jet surface disturbances to the rate of splat­
tering. In this model, turbulent pressure fluctuations in the jet 
formed an initial surface disturbance on the jet, which was 
then assumed to evolve by Rayleigh's capillary instability (Dra-
zin and Reid, 1981) as the jet travelled to the target. The model 
produced a scaling parameter, co, that characterized the rms 
amplitude of disturbances reaching the target: 

co = Werf exp (2) 

Here, 

Wed = pujd/(j (3) 

is the jet Weber number based on the average jet-velocity at 
the nozzle exit, Uj, the nozzle diameter1, d, and the liquid 
surface tension, a. The nozzle-to-target separation is /. LLG 
obtained good correlation between £ and co, leading to the 
result: 

£= -0.0935 + 3.41 x 10~5co + 2.25 x 10" (4) 

for 2120 < co < 8000, with no splattering for co < 2120. LLG also 
noted that splattering occurred within a few diameters of the 
point of impact and that viscosity (in the form of a jet Reynolds 

'The contraction coefficient for turbulent jets leaving pipe nozzles is nearly 
unity. Throughout this study, we treat nozzle diameter and jet diameter inter­
changeably. 

number) appeared to have no role in the splattering process, 
presumably owing to the thinness of the wall boundary layer 
in the stagnation region. 

In spite of the LLG model's apparent success, several am­
biguities accompany it. The model is based on data covering 
1.2 < l/d< 28.7 and 1000 < Werf< 5000, and its validity outside 
that range is unestablished. The onset point for splattering 
shows significant scatter as a function of co and is not in com­
plete agreement with all observations by other investigators. 
Furthermore, the model is predicated on exponential growth 
of capillary disturbances at the rate corresponding to Rayleigh 
analysis' most unstable wavelength (A = 4.51<f). That assump­
tion is obviously flawed, since the turbulent pressure fluctua­
tions driving instability cover a broad range of much shorter 
wavelengths (\<d), the most energetic of which should be 
stable according to Rayleigh's results. 

The present paper examines splattering over a much broader 
range of Weber number and nozzle-to-target separations 
(130<Werf<31,000; 0.2< l/d < 125). Surface tension is inde­
pendently varied. In contrast to LLG, we treat Werf and l/d 
as independent parameters. Our objectives are to establish the 
range of applicability of the LLG model and to obtain a more 
generally applicable criterion for the onset of splattering be­
neath a turbulent impinging liquid jet. In addition, we attempt 
further explanation of the overall phenomenon of splattering 
in terms of the available data on the evolution of surface-
disturbances on turbulent jets. 

2 Experiments 
A schematic diagram of the measurement system is given in 

Fig. 3. All the measurements were made with water jets issuing 
into still air. Tube nozzles having diameters between 0.8-5.8 
mm were used to produce the jets. The tubes were made 70-
100 diameters long so as to ensure fully developed turbulent 
flow at the tube outlet. The outlets were carefully deburred to 
prevent the introduction of mechanical surface disturbances. 
The tube nozzles received water from a pressurized plenum 
with disturbances dampers and honeycomb flow straighteners 
at its upstream inlet. 

Nozzle-target separation was varied from 2 to 300 mm. This 
corresponds to nondimensional nozzle-target separations, l/d, 
between 0.2 and 125 for all the nozzles other than the 0.84 
mm diameter nozzle, for which l/d reached 500. 

Splattering takes place over a limited range of radial posi­
tions upstream of the hydraulic jump, typically within a few 
diameters of the point of impact. The target radius was between 
2 and 50 cm, and always slightly larger than the radial location 
of the hydraulic jump. The amount of liquid that remained in 
the liquid sheet on the target after splattering was measured 
by collecting it in a container beneath the target. The splattered 
liquid, on the other hand, remained airborne and fell well 
beyond the rim of the container. Flow rates of the jet and of 

Nomenclature 

d 
f 
I 

lb 
lc 

In = 

nozzle diameter (m) 
Darcy friction factor 
nozzle-to-target separation 
(m) 
jet breakup length (m) 
length of the jet at which 
splattering reaches its asymp­
totic limit (m) 
length of the jet correspond­
ing to onset of splattering 
(5 percent threshold) (m) 

Q = jet flow rate (m/s ) 

Qs = flow rate of splattered liquid 
(m3/s) 

uf = average jet velocity at the 
nozzle exit (m/s) 

u' = rms fluctuating component 
of velocity (m/s) 

«„ = friction velocity based on 
wall shear stress, Uj y/f/8 
(m/s) 

x = distance along the jet axis 
from the nozzle exit (m) 

5 = rms height of the jet surface 
disturbances (m) 

A = 

/* = 

€ = 

p = 

a = 

Red 

Wed 

jet surface disturbance wave­
length (m) 
liquid dynamic viscosity 
(kg/m-s) 
splattered fraction of incom­
ing jet's liquid, Qs/Q 
liquid density (kg/m3) 
surface tension between liq­
uid and the surrounding gas 
(N/m) 
splattering parameter defined 
by Eq. (2) 
jet Reynolds number, pit/d/n 
jet Weber number, pujd/a 
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Fig. 3 Measurement of the fraction of jet liquid splattered 
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Fig. 5 Splattering as a function of nozzle-target separation and jet 
Weber number. Solid lines are fitted curves for Weber number constant 
to within ±3 percent (which is the uncertainty of the experimental We,,): 
We„=1450 (1409, 1430, 1479); 3000 (3108, 2858, 3101); 5500 (5373, 5420, 
5628); 7300 (7096, 7564); 31000 (31243). 

=4.4 mm, We(i=5532 

Fig. 4 Scatter in the measurements of splatter fraction for water jets 
of nearly the same Weber numbers 

the unsplattered liquid were both obtained by measuring the 
time required to collect a known volume of liquid. From this, 
the amount of splattering was calculated. 

The liquids used in these experiments were water, an iso-
propanol-water solution, and water containing a surfactant 
detergent. The liquid temperature was between 21 and 27°C. 
Surface tension was measured several times during the exper­
iments using a platinum-ring surface tension meter. Tube di­
ameters were measured and checked for roundness, and these 
measured values of diameter were used in an all subsequent 
calculations. 

This technique facilitated quite precise measurements of the 
amount of splattering. Typically the uncertainty in £ (at 95 
percent confidence) was below ± 5 percent for £>10 percent 
and below ±25 percent for £ < 4 percent. Uncertainties in 
the Reynolds numbers and the Weber numbers were below ± 2 
and ±3 percent, respectively. These low uncertainties may be 
credited to the direct measurement of liquid flow rate. Un­
certainties in l/d and co were below ±2 and ±3 percent, re­
spectively. Some of the measurements were repeated using two 
different pumps to verify the reproducibility of the data and 
their independence from upstream pressure fluctuations. Fig­
ure 4 shows the typical scatter in the measurements of splatter 
fraction for several different runs at nearly the same jet Weber 

numbers. (The values are all within the ± 3 percent uncertainty 
limits of Wed.) The rms scatter in £ from run to run is ± 4 
percent of the maximum value of £ of about 0.3. 

The independent physical parameters involved in this prob­
lem are /, d, p, Uf, a, and pi. Dimensional analysis based on 
these parameters shows that the fraction of liquid splattered, 
£ can depend only on three dimensionless groups, namely 
l/d, Rerf, and We^. Independent variation of these three groups 
was accomplished by independent variation of d, I, a, and uj. 

3 Splattering and Its Relation to Jet Disturbances 
Figure 5 shows the amount of splattering at different nozzle-

target separations for several nozzle diameters and Reynolds 
numbers. Each solid line represents data for a narrow range 
of Weber numbers, varying by less than ± 3 percent around 
the stated mean value, a range equal to the experimental un­
certainty of We,/. Splattering of as much as 75 percent of the 
incoming fluid is observed at a Weber number of 31,000 and 
a Reynolds number of 98,000 for a nozzle-target separation 
of l/d =34. 

At any given Weber number and nozzle-target separation, 
the splatter fraction, £, depends extremely weakly on the Reyn­
olds number, if at all. For example, in the data set for 
Wed= 5500, the Reynolds number increases by a factor of 1.5 
without any discernible change in the splatter fraction, £. In 
contrast, a factor of 1.3 increase in the Weber number (from 
5500 to 7300) produces a significant increase in the splatter 
fraction (roughly +25 percent). 

An influence of Reynolds number would be expected to arise 
primarily from viscous effects near solid boundaries, either in 
setting the pipe turbulence intensity or as an influence of the 
viscous boundary layer along the target. Past work (e.g., Lien-
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Fig. 6 (a) The Weber number correlates the splatter fraction, £, as the 
surface tension of the jet liquid is varied (0.072 N/m for water and 0.042 
N/m for isopropanol/water solution): d = 2.7 mm 
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Fig. 6 (ft) The Weber number correlates the splatter fraction, £ as the 
surface tension of the jet liquid is varied (0.072 N/m for water and 0.042 
N/m for isopropanol/water solution): d = 4.4 mm 

hard et al., 1992) has established that the stagnation-point 
boundary layer is extremely thin relative to the liquid layer, 
and it thus may have little effect on the surface waves near 
the stagnation-point. To examine the effect of Reynolds num­
ber on turbulence intensity we refer to Laufer (1954). His 
measurements show the ratio of rms turbulent speed to friction 
velocity, « ' / « , , to be nearly independent of Reynolds number 
in fully-developed turbulent pipe-flows. Therefore 

^ o A o c ^ / o c R e ^ 8 

uf uf 

where we have used the definition of u„( = Uj\ff/%) and the 

20 40 60 
Nozzle-to-target separation, lid 

Isopropanol/Water, We,=3236 
Water, We,=3101 

Fig. 6 (c) The Weber number correlates the splatter fraction, f, as the 
surface tension of the jet liquid is varied (0.072 N/m for water and 0.042 
N/m for isopropanol/water solution): d = 5.8 mm 

Blasius friction factor equation ( /= .316Re^1/4 for 4000 < Red 

< 105). This weak dependence of the turbulence intensity on 
the Reynolds number may be the reason that we observe no 
significant dependence of splattering on the jet Reynolds num­
bers over the present range of Rerf. 

To study the effect of surface tension variation on splat­
tering, a solution of approximately 10 percent by volume of 
isopropanol in water was used. The surface tension of the 
solution was measured before each run of the experiment; it 
was thus maintained at 0.042 N/m within ± 5 percent accuracy 
(versus 0.072 N/m for pure water). Density was also measured. 
The data show (Figs. 6 a, b, c) that the splatter fraction, £, 
still scales with Weber number, Wed, as observed before for 
the water jets. The splatter fraction data for water and for an 
isopropanol-water solution, at a given jet Weber number, agree 
to within the experimental uncertainty in all but one case (Fig. 
6b, Werf=5368). 

Referring to Figs. 5 and 6, we see that very little splattering 
occurs close to the jet exit (small l/d), typically less than 5 
percent. Beyond this region, the amount of splattering at first 
increases with distance, l/d. Farther downstream, it reaches a 
plateau. To explain these observations we refer to some recent 
measurements of the amplitude of turbulent liquid jet surface 
disturbances (Bhunia and Lienhard, 1993). The rms amplitude 
of jet surface disturbances at different axial locations of the 
jet, were obtained from the measurements of the instantaneous 
disturbance amplitude, using a non-intrusive optical instru­
ment. Starting from nearly zero near the nozzle exit, the rms 
amplitude of jet surface disturbances initially grows rapidly as 
the jet moves downstream; farther downstream the growth 
rate diminishes and the rms disturbance tends to an asymptotic 
limit. Earlier Chen and Davis (1964) attempted to measure the 
amplitude of surface disturbances on turbulent liquid jets by 
an electric conductivity probe. Although that method is less 
accurate owing to the interference of the probe with the flow, 
those measurements are qualitatively consistent with the optical 
data. This growth of disturbances is the probable cause of the 
increase in the splatter fraction as the jet moves downstream. 
The steadily decreasing rate of amplitude growth results in a 
plateau of the disturbance amplitude which corresponds to 
that in the splatter fraction data. 

For very long, low Weber number jets the plateau of splat­
tering ends and £ again increases with l/d (Fig. 6a). This may 
reflect the appearance of ordinary capillary instability on these 
jets. Specifically, when the Weber is low, the asymptotic tur­
bulence-generated surface roughness is small compared to the 
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Fig. 7 Comparison of the LLG model's scaling with the present data 
for lid < 50 

jet radius. Thus, the still nearly-cylindrical jet can give up 
surface energy by the usual Rayleigh-type instability. In con­
trast, at higher Weber number the turbulent disturbances grow 
to be as large as the jet radius, effectively breaking up the jet. 
In the low Weber number case, the splattering plateau ends 
when capillary instability further raises the jet roughness. In 
the high Weber number case, the plateau is reached when the 
jet is essentially broken up into drops. 

Once the jet is broken up, the splattering is effectively due 
to the impact of individual droplets. For a given Weber num­
ber, the size and velocity of those droplets remain nearly con­
stant with increasing l/d (excluding the effect of air drag); thus 
the amount of splatter reaches an asymptotic value. Presum­
ably, this asymptote depends on droplet Weber number (which 
is roughly equal to jet Weber number). 

On the basis of the present experiments, we find that the 
range of applicability of the LLG model is 103< Wed< 5 x 103, 
l/d < 50 and 4400 < co< 10,000. Figure 7 shows both the 
present data and the LLG data in £ - co coordinates. The scaling 
with u correlates the data reasonably well in this range. While 
LLG used nominal tube diameter in their data reductions, all 
data in Fig. 7 are scaled with measured diameter. On this basis, 
we offer the following improved correlation for £(co) in the 
range 4400 <co< 10,000: 

£= -0.258 + 7.85 x 10^5co-2.51 x 10~ V (5) 

The lower limit in terms of co is chosen to ensure that the 
predicted £ is at least 4 percent. Below this level there is con­
siderable scatter and high uncertainty in the measurements. 

For larger l/d or Werf, the co model fails (Fig. 8), but a 
different pattern emerges. For We</= constant, co becomes a 
function of l/d only and we see curves similar to the ones in 
Fig. 5. 

3.1 The Influence of Surfactants. Surfactants lower liq­
uid surface tension by forming a surface-absorbed monolayer 
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Fig. 8 Breakdown of the LLG model for lid > 50 or Wed>5000 
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Fig. 9 Effect of surfactants on splattering. The Weber number in pa­
rentheses is based on the surface tension of pure water. 

at the liquid surface. When a new liquid surface is formed, 
some time is required for surfactant molecules to diffuse to 
the surface in sufficient concentration to alter the surface ten­
sion. To study the role of surfactants in splattering, a mixture 
of approximately 0.2 percent detergent in water was used. This 
reduced the surface tension of the static solution (liquid surface 
at rest) to 0.027 N/m and corresponded to a saturated con­
centration of surfactant. Figure 9 shows that the presence of 
the surfactant does not alter the amount of splattering. The 
splatter friction for the surfactant-laden jet is identical to that 
for a pure water jet of the same velocity, diameter and length; 
in fact, if the surfactant-jet Weber number is calculated on 
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the basis of pure-water surface tension, the curves for the 
surfactant-jets are identical to those of the pure jets. From the 
standpoint of splattering, the surface tension of the surfactant-
jet is effectively the surface tension of the pure liquid. 

Possible reasons for this behavior are as follow. Inside the 
nozzle, the surfactant is in the bulk of the liquid. When the 
liquid exits the nozzle, a new free surface is formed which is 
not initially saturated with surfactant. Because a finite time is 
required for the surfactant to diffuse from the bulk to the free 
surface, the surface remains unsaturated over some initial length 
of the jet. In this initial region, the surface tension remains 
near that of pure water. 

The time required for the surface concentration of surfactant 
to reach saturation was estimated for turbulent diffusion from 
the bulk to the free surface under the assumption that all 
surfactant reaching the surface is captured by and remains on 
the surface. Using Kohler's (1993) correlation for interphase 
mass transfer across free surface, this model yields an unsat­
urated length of only 3 to 4 diameters for the two cases in Fig. 
9. However, the model is unreasonable in that it neglects any 
turbulent reentrainment of surfactant from the surface, to the 
bulk, an effect that is probably quite large. Thus it seems likely 
that the time required to achieve saturation is significantly 
longer, if saturation is reached at all. In consequence, only the 
surface tension of the bulk liquid appears to play a role in 
splattering, at least for the lengths of the jets in this study. 
The data show clearly that the presence of a surfactant does 
not alter the splattering characteristics. 

To help resolve this issue, measurements of the jet surface-
roughness evolution with surfactants could be compared to 
those without surfactant. The present data and the belief that 
the splattering is driven by surface disturbances together imply 
that a surfactant has no impact on roughness evolution. These 
measurements will be the subject of future work. 

3.2 The Onset of Splattering. Some problems arise in 
defining the onset point of splattering. Since the process of 
splattering involves turbulent flow, sporadic splattering of 
droplets occurs at much lower jet velocities than those that 
would cause any significant amount of sustained splattering 
(other parameters remaining the same). Consequently, the on­
set point is more accurately definable in terms of a non-zero 
level of splattering. Owing to the finite accuracy of measure­
ment systems, this threshold should not be so low as to have 
substantial uncertainty. We chose to define the onset of splat­
tering as the point where 5 percent of the incoming fluid is 
splattered. In view of our earlier observation that, for a given 
l/d, the amount of splattering depends strongly on the jet 
Weber number and not on the Reynolds number, we expect 
the onset point to be uniquely identifiable by its l/d and Werf. 
In other words, for a jet of a given Weber number, the onset 
point is reached at a certain l/d. 

Figure 10 shows the data for onset points. A correlation for 
the onset point data is 

IQ_ 130 
d l + 5xl0"7WeJ K) 

For low Weber numbers, where surface tension dominates, 
comparison to the capillary breakup length is appropriate. 
When aerodynamic forces are negligible, the capillary breakup 
length of a uniform-velocity jet is given by (Weber, 1931) 

It = 12\ 1 + 
3VW erf 

Rerf 
(7) 

For the turbulent jets in this study, produced by fully-devel­
oped turbulent pipe-flows, Red exceeds 2000. In such jets, when 
Wed ~ 100 we find lb/d ~ 120. Thus, the observed onset point 
at low Weber numbers is close to the capillary breakup point. 
In this range, splattering is essentially of drop impingement 
type. Apparently, turbulent disturbances are strongly damped 

;> 

a, 

o 

1000 

100 

10 

> 5% splattering 

< 5% splattering 

102 103 

Weber number, We, 
a 

104 

d = 5.8 mm, Isopropanol/water 

d = 4.4 mm, Isopropanol/Water 

d = 2.7 mm, Isopropanol/Water 

d = 5.8 mm, Water 

d = 4.4 mm, Water 

d = 2.7 mm, Water 

d = 0.84 mm, Water 

Eqn. 6 

Lienhardetal. (1992) 

Womacetal.(1990) 

Fig. 10 Onset of splattering 

Table 1 Comparison of observed upper-limit lengths to pre­
dicted capillary/aerodynamic breakup lengths of Miesse (1955) 

We, 

5373 
5661 
7564 
8043 

Rerf 

31868 
41757 
48284 
49770 

lc/d 

25 
24 
20 
18 

h/d 
61 
53 
56 
56 

h/k 
2.44 
2.2 
2.8 
3.1 

by surface tension in these low Weber number jets, and cap­
illary instability is dominant. 

The relative importance of turbulence and surface tension 
is characterized by a balance of the rms turbulent dynamic 
pressure and the capillary pressure. Thus, the appropriate We­
ber number for characterizing the splattering mechanism is 
based on the rms fluctuating component of the velocity, u', 
and the rms height of the surface disturbances, 5: 

,,7 , turbulent dynamic pressure pu'2 pu'2S 
We = — = —— = (8) 

pu 

capillary pressure 
We' should be 0(1) or greater when turbulence drives splat­
tering. However, u' and 5 are not easily available, while Uj 
and d are, so we have used 

21 

W e t f =£?&LW e-
a uf, 

»\ (9) 

which is 100-1000 times larger than the Weber number, We', 
that actually characterizes physical processes involved here 
(since «'/u/is a few percent in magnitude and 5/d<0.5). 

The only other quantitative data on onset in literature - LLG 
and Womac et al. (1990)—compare very well with the present 
study. Some data in the text and in an accompanying figure 
in the paper by Womac et al. were combined to obtain the 
onset points for their study. Apparently, they indentified the 
onset points by visual observations. This is likely to provide 
slightly different l0/d than by our method. Also, the visual 
determination of onset point depends on the size of the splat­
tered droplets and their optical properties, which in turn in-
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troduce additional uncertainties. These factors may account 
for the slight discrepancies between their results and ours. 

Stevens and Webb (1989) did not observe any splattering 
for their turbulent jets (Webb, 1991). The most likely reason 
for this is that, in their study, l/d was almost always smaller 
than l0/d. Only two of their reported data points lie within 
our splattering region (specifically, Re r f=5x 104, c/= 5.8 mm, 
/ /d=12 .8 , W e d = 6 . 2 x l 0 3 and Rerf = 4 x l 0 4 , d = 4A mm, 
//£/= 18.5, We r f=5.6xl03) . 

LLG reported an onset criterion of co>2120 for the ap­
pearance of any splattering. In contrast, the present data show 
onset of any splattering over a range of values of w, 
2000 < w < 8000. Within the range of applicability of the LLG 
model that was mentioned above, the onset of 5 percent splat­
tering occurred for co between 4100 and 5100. 

3.3 The Upper Limit of Splattering for High Weber Num­
ber Jets. As previously explained, the upper limit of splat­
tering for high Weber number jets should be reached near the 
breakup length of the jet. The breakup length of turbulent jets 
is known to depend on Reynolds and Weber numbers (Lienhard 
and Day, 1970). Miesse (1955) reported correlations for breakup 
lengths, /(,, of turbulent liquid jets subject to strong aerody­
namic forces. From the data on jets from industrially-used 
converging-orifice type nozzles in a Reynolds number range 
similar to ours, he reported 

-^=540VWe^Rerf5/8 (10) 

The jets in the present study were produced by tube nozzles 
with fully developed turbulent flow, so their breakup lengths 
can be predicted only in order of magnitude by this correlation. 
Table 1 compares the breakup lengths predicted by this cor­
relation to the nozzle-target separations, lc, at which the asymp­
totic upper limit of splattering is reached. 

The predicted breakup lengths lb are larger than the upper 
limit lengths lc roughly by a factor of 2.6. This may be because 
this correlation overestimates the breakup lengths for the dif­
ferent nozzle geometry involved here. Alternatively, it may be 
that the splattering mechanism changes from jet impingement 
splattering to drop impingement splattering somewhat before 
the jet breakup location. In either case, the comparison shows 
a consistent relation between the jet breakup length and the 
upper-limit length of splattering. 

4 Conclusions 
Splattering has been measured for turbulent liquid jets im­

pacting solid targets. Data span the range 0.2 < l/d < 125, 
2700 < Rerf < 98,000 and 130 < Werf < 31,000. The present 
results have been compared to the previous studies and im­
proved correlations have been developed. 

• For a turbulent jet, the amount of splattering is governed 
by the level of surface disturbances present on the surface of 
jet. This observation is similar to those for laminar jets with 
externally-imposed disturbances. 

9 The amount of splattering at a given nozzle-target sepa­
ration depends principally on the jet Weber number. 

8 The presence of surfactants in the jet does not alter the 
amount of splattering. Only the surface tension of the bulk 
fluid plays a role in splattering. 

• The model proposed by Lienhard et al. (1992) is applicable 
for 1000 < Wed < 5000 and l/d < 50. An improved version 
of their correlation is £ = -0 .258 + 7.85 x 10~5w-2.51 
x 10" V , for 4400 <co< 10,000. Outside this range, Wed and 
l/d should be treated as independent parameters. 

8 The onset point of splattering for a 5 percent threshold 
is given by the correlation l0/d= 130/(1 + 5 x 10~7Werf). 

8 The upper-limit length of splattering, beyond which £ is 
constant, appears to be related to the jet breakup length. 

8 Over the range of Reynolds numbers in this work, no 
significant effect of jet Reynolds number is identifiable. How­
ever, a very weak dependence on Reynolds number is likely to 
be present in all of the conclusions and the correlations pre­
sented in this study. Extrapolation above Rerf= 100,000 should 
be done skeptically. 
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High Speed Liquid impact Onto 
Wetted Solid Surfaces 
The mechanics of impact by a high-speed liquid jet onto a solid surface covered by 
a liquid layer is described. After the liquid jet contacts the liquid layer, a shock 
wave is generated, which moves toward the solid surface. The shock wave is followed 
by the liquid jet penetrating through the layer. The influence of the liquid layer on 
the side jetting and stress waves is studied. Damage sites on soda-lime glass, PMMA 
(polymethylmethacrylate) and aluminium show the role of shear failure and cracking 
and provide evidence for analyzing the impact pressure on the wetted solids and the 
spatial pressure distribution. The liquid layer reduces the high edge impact pressures, 
which occur on dry targets. On wetted targets, the pressure is distributed more 
uniformly. Despite the cushioning effect of liquid layers, in some cases, a liquid 
can enhance material damage during impact due to penetration and stressing of 
surface cracks. 

1 Introduction 
It is well known that a thin liquid layer has a cushioning 

effect on the friction stresses between two sliding or impacting 
surfaces (see, for example, Bowden and Tabor 1954, 1964; 
Clark and Burmeister, 1992).This cushioning effect also ap­
pears during liquid impact on solids. A technique of forming 
a thin water layer on rotor blade surfaces has been successfully 
applied in the low pressure region of large steam turbines to 
minimize blade erosion (Troyanovski, 1973). Pioneering work 
on high speed liquid jet impact onto wetted solids was done 
by Brunton (1967). He found that the depth of deformation 
for impacts on aluminium plates was decreased with increasing 
liquid layer thickness; and that on wetted PMMA plates, the 
shear damage caused by side jetting was greatly reduced. 

On a dry surface (rigid target), the impact pressure at the 
centre of contact is pCV (Bowden and Field, 1964), while at 
the contact edge, pressures as high as IpCV can develop due 
to the shock wave detachment geometry (Brunton and Roch­
ester, 1979; Heymann, 1969; Lesser, 1981; Lesser and Field, 
1983; Field et al., 1985), where p and C are the liquid density 
and shock wave velocity, and Fis the impact velocity. When 
a liquid layer is present, the propagation of the shock wave 
through the layer and its reflection at the solid boundary be­
come important. Brunton (1967) showed that as the liquid layer 
increases in thickness the contact pressure reduces from pCV 
(rigid target) to 0.5pCK(water impact onto deep water). How­
ever, the problem of high speed liquid impact onto wetted 
solids has yet to be understood thoroughly, because of the 
transient nature of the phenomenon and the difficulties in 
designing a well-controlled experiment. 

'Present address: Shock Wave Research Center, Tohoku University, Sendai, 
980 Japan. 
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October 16, 1992; revised manuscript received August 15, 1993. Associate Tech­
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2 Experimental Method 
The method for producing liquid jets was the one first de­

vised by Bowden and Brunton (1961) and subsequently placed 
on a sound quantitative basis by Field and co-workers (Field 
et al., 1979; Hand et al., 1989). The gas gun for producing 
the liquid jet and the high speed photography system are shown 
schematically in Fig. 1. A lead slug accelerated by high pressure 
nitrogen gas was fired into a water-filled stainless steel nozzle 
forcing the water to flow through a small orifice. Special care 
was taken to produce a convex water meniscus at the nozzle 
exit in order to produce a jet with a curved front. Both 0.8 
mm and 1.7 mm nozzles were used. Such jets simulate 4 mm 
and 10 mm diameter drops respectively (Field et al, 1979; Hand 
et al., 1991). Both a gel layer and a water film were used to 
cover the solids. The gel layer was prepared by dissolving 12 
percent by weight of gelatin in water at 330 K and then pouring 
the mixture into a mold. Each of the mold faces had been 
lightly greased and covered with a thin plastic film. After slow 
cooling, the mold was dissassembled and the gel sheets placed 
horizontally on the target. By changing the distance of the 
mold gap, gel layers with different thicknesses were obtained. 
It has been shown that the flow properties of such a gel are 
not significantly different from those of pure water once the 
impact velocities exceed a few meters per second (see, for 
example, Field et al., 1989). 

The gas gun was mounted vertically to allow the liquid jets 
to be fired at horizontal specimens covered by layers of chosen 
thickness. To produce thin water films, PTFE was sprayed 
onto the specimen to which a 10 mm X 10 mm paper label had 
already been applied. After drying, a 70 fim thick PTFE coating 
was formed. The label was removed and water was spread on 
the specimen. By removing water gradually with a syringe, the 
remaining water automatically moved into the uncoated area. 
The thickness of water was the same as the coating to within 
±10 /xm. 

The impact sequences were recorded with a Hadland Imacon 
792 high speed camera operating at a framing rate of one 
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Fig. 1 Schematic diagram of the gas gun system and the experimental
arrangement to observe the stress waves

million frames per second. Polarized back-lighting was used
to visualize the stress waves in the solids. The measurement
errors in the side jetting velocity and the wave velocities were
less than ± 5 percent. During high speed photography, the
stand-off distance between the nozzle exit and the liquid layer
was 15 mm and for the damage studies the distance was kept
to 10 mm. The impact velocity of the liquid jet versus firing
pressure was calibrated using both optical fibre guided light
beams with photodiodes and separately high speed photog­
raphy.

3 Results
Figure 2 shows a 450 mls water jet impact from a 0.8 mm

nozzle onto a dry soda-lime glass block. The jet impact di­
rection is indicated by one arrow in frame 2. The impact gen­
erates a compressive stress wave C and a shear stress wave S
in the solid. When the compressive wave expands laterally
along the free surface, it causes a head wave labeled, h, in
frame 4. The measured velocities of C and S were 5700 mls
and 3000 mis, respectively. The lateral side jetting labeled, J,
appears in frame 3. Its velocity reaches 1600 mis, i.e., about
3.5 times the impact velocity. Figure 3 shows a 450 mls water
jet impact from a 0.8 mm nozzle impact on to a wetted soda­
lime glass block covered by a 3 mm-thick gel layer. In this
case, the stress waves intensities are reduced, especially the
head wave. The velocity of the side jetting (J, in frame 2)
which is directed along the free gel surface is only - 100 ml
s. Note that the impacting jet has contacted the gel surface in
frame 1 but the side jetting does not appear until frame 2.
This delay is similar to the process observed for impacts on
compliant surfaces (Field et aI., 1989).

Figure 4 shows damage marks on four 10 mm thick soda­
lime glass plates caused by impacts with 680 mls water jets
from a 1.7 mm nozzle. Figure 4(a) is for a dry surface and
Figs. 4(b), (c) and (d) for glass covered by different types of
layer. It is interesting to note that the damage patterns on the
dry and wetted surfaces are essentially similar: a central area
surrounded by short circumferential cracks (Bowden and Field,
1964). However, the crack density is reduced as the thickness
of the layer increases. The diameter of the main ring crack in
Fig. 4(a) is 3.5 mm compared to 5.2 mm in Fig. 4(d). The
increase of ring crack diameter with layer thickness can be
explained by considering the broadened loading area when the
shock wave propagates through the layer.

The cracks caused by liquid impact on brittle materials are
due to the interaction between the Rayleigh surface wave and
pre-existing defects; the crack density depends on the Rayleigh

Fig. 2 Imacon sequence of the impact of a 450 ms· -, water jet from
0.8 mm nozzle onto a dry soda·lime glass block. C, compressive stress
wave: S, shear stress wave; h head wave; J, outward side jelling. 1 JlS
per frame.

pulse duration and peak intensity (Bowden and Field, 1964;
van der Zwaag and Field, 1983). Since the Rayleigh pulse peak
intensity is proportional to the impact pressure, Fig. 4 suggests
that when the liquid jet impacts a solid surface covered by a
liquid layer a lower amplitude pressure pulse reaches the solid
surface. See also the conclusions section.

Figure 5 compares the damage on dry and wetted (70 J.L thick
water film) PMMA plates caused by the impact of a 850 ml
s water jet from a 0.8 mm nozzle. On the dry PMMA plate,
an annular depression is formed at the position of the main
ring crack (Bowden and Brunton, 1961). The annular depres­
sion for this range of impact velocities is due to the way the
polymer recovers after loading. The material at the centre can
withstand higher pressures during loading because the flow
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Fig.4 The liquid impact damage on a 35 mm x 35 mm x 10 mm soda·
lime glass plate. 680 ms-' water jet from 1.7 mm nozzle. (a) dry surface;
(b) 0.5 mm gel layer on the surface; (cl 0.7 mm gel layer on the surface;
(d) 1.5 mm gel layer on the surface.

./o
2mm

\.--I

d

a

2mm

I--l

Fig. 5 The liquid impact damage on a 6 mm thick PMMA plate. 850 ml
s water jet from 0.8 mm nozzle. (a) dry surface; (b) wetted surface covered
by a 70 Jlm thick water film; (cl and (d) are the enlargements marked In
(a) and (b) respectively. The subsurface shear failure regions marked
with black arrows can be seen in both cases.

4 mm
1---1

Fig. 6 The accelerated damage of PMMA block due to liquid adhering
to the eroded surface alter 5 impacts of 680 ms-' water jet from 1.7 mm
nozzle. Top view (upper part) and side view (below part). (a) specimen
was dried between successive shots; (b) specimen was not dried during
the Impact sequence.

impact pressure at the position of the main ring crack. The
subsurface shear failures marked with black arrows appear
beneath the surfaces at the impact centres in both cases. This
form of sub-surface failure in PMMA was described by Bow­
den and Brunton (1961).

On a dry aluminium plate, the shear force induced by the
side jetting causes wave-like ripples in the outer annular region

c

a

Fig. 3 lmacon sequence of the impact of a 450 ms -I water jet from 0.8
nozzle onto a wetted soda·lime glass block, covered by 3 mm gel layer.
C, compressive stress wave; S, shear stress wave; J, outward side jetting.
1 JlS per frame.

stress of the polymer is increased by the hydrostatic pressure
there. However, around the periphery of the contact there is
no hydrostatic pressure and the material in the annulus flows
plastically and remains deformed. The annulus is not due pri­
marily to the high "edge" pressures since their duration is very
short. For a fuller discussion of liquid impact damage on
polymers, see Gorham et al. (1979).

The removal of material in the form of chips is due to the
side jetting. It has been shown that the circumferential cracks
form steps on the surface of a few hundred nanometers which
act as sites for erosion (Field, 1967). On the wetted PMMA
plate, both the annular depression and chipping are greatly
reduced. The reasons for these effects are the lower velocity
of the side jetting; the fact that the side jetting flows along
the water film, not the solid surface (see Fig. 3); and a lower
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are both reduced, while with metals the depth of the plastic
crater is reduced.

The lateral side jetting flows along the liquid layer free
surface rather than on the solid surface when a liquid layer is
present and the reduced compliance reduces the side jetting
velocity. As a result the shear damage on materials is greatly
reduced.

For repeated impacts, particularly onto partly damaged sur­
faces, liquid trapped in cracks or pits can be forced to penetrate
and cause increased damage.
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Fig. 7 Liquid penetration in PMMA blocks and the formation of the
Hertzian cone crack. A 1 mm diameter hole was drilled in the blocks
and was filled with red Ink before the impact. (a) 575 mls water jet from
1.7 mm nozzle; (c) 345 m/s water jet from 1.7 mm nozzle. (b) and (d) are
the top views of (a) and (e) respectively.

(Wilson and Brunton, 1970). This wavy structure is not ob­
served on a wetted plate. Measurement of surface profiles on
metals confirmed that the deepest C:~pression occurs at the
impact centre in both cases. The maximum depression depths
of dry and wetted aluminium specimens were 40 J.Lm and 35
J.Lm respectively (Shi and Field, 1992).

Field (1967) and Adler and Hooker (1978) showed that liquid
trapped in cracks or pits can cause enhanced damage of ma­
terials under water drop impact if the crack sizes are smaller
than the drop size. This destructive role of a liquid layer was
examined by subjecting PMMA blocks to multiple liquid jet
impacts. Figure 6 compares a block which was dried between
five successive impacts (Fig. 6(a» and a block which was not
dried between impacts (Fig. 6(b». The increased erosion in
(Fig. 6(b» is caused by the forced penetration of liquid trapped
in the eroded surface during impact.

An experiment was conducted to investigate liquid penetra­
tion into solids: liquid jets from a 1.7 mm nozzle were impacted
on PMMA blocks; at the impact centre a 1 mm diameter hole
had been drilled along the impact axis and filled with ink to
trace the crack trajectories. Figure 7 shows the results. A Her­
tzian type cone crack appears at the end of the hole. The cone
angles were -110 deg at the 575 m/s impact velocity (Fig.
7(a» and -140 deg at 345 m/s (Fig. 7(c». The precise value
can be influenced by the end geometry of the hole, but in
general the cone angle is smaller the higher the impact velocity.
A similar trend has also been found for solid particle impact
on ceramics (Field and Sun, 1989; Akimune, 1990).

4 Conclusions
When a liquid impacts a solid, the central pressure is given

by

p= PIC IP2C2V (1)
PICI +P2C2

where the subscripts 1 and 2 are for the liquid and solid,
respectively. For a rigid solid, this reduces to P =PI C1V and
for the impact of water onto a thick water layer P= 0.5P I C I V.
For layers of intermediate thickness, repeated reflections from
the liquid/solid and liquid surfaces increase the pressures to
values between these extremes. This is essentially the result
discussed by Brunton (1967). The reduced stress level means
that with brittle solids the crack density and depth of cracking

348/ Vol. 116, JUNE 1994

References
Adler, W. F., and Hooker, S. V., 1978, "Rain Erosion BehaviourofPMMA,"

Journal of Materials Science, Vol. 13, pp. 1013-1025.
Akimune, Y., 1990, "Hertzian Cone Crack in SiC Caused by Spherical Parlicle

Impact," Journal of Materials Science Letter, Vol. 9, pp. 659-662.
Bowden, F. P., and Brunton, J. H., 1961, "The Deformation of Solids by

Liquid Impact at Supersonic Speeds," Proceedings of the Royal Society of
London, Series A, Vol. 263, pp. 433-450.

Bowden, F. P., and Tabor, D., 1954, 1964, The Friction and Lubrication of
Solids, Parts I and II, Clarendon Press, Oxford.

Bowden, F. P., and Field, J. E., 1964, "The Brittle Fracture Solids by Liquid
Impact, by Solid Impact and by Shock," Proceedings of the Royal Society of
London, Series A, Vol. 282, pp. 331-352.

Brunton, J. H., 1967, "Erosion by Liquid Shock," Proceedings of the Second
International Conference on Rain Erosion and Associated Phenomena, Fyall,
A. A., and King, R. B., eds., RAE, Farnborough, England, pp. 535-560.

Brunton, J. H., and Rochester, M. c., 1979, "Erosion of Solid Surfaces by
the Impact of Liquid Drops," Erosion, Preece, C. M., ed., Academic Press,
New York, pp. 185-248.

Clark, H. Mcl., and Burmeister, L. C., 1992, "The Influence of the Squeeze
Film on Particle Impact Velocities in Erosion," International Journal ofImpact
Engineering, Vol. 12, pp. 415-426.

Field, J. E., 1967, "The Importance of Surface Topography on Erosion
Damage," Proceedings ofthe Second International Conference on Rain Erosion
and Associated Phenomena, Fyall, A. A., and King, R. B., eds., RAE, Farn­
borough, England, pp. 593-603.

Field, J. E., Gorham, D. A., Hagan, J. T., Matthewson, M. J., Swain, M.
V., and van der Zwagg, S., 1979, "Liquid Jet Impact and Damage Assessment
for Brittle Solids," Proceedings ofthe Fifth International Conference on Erosion
by Liquid and Solid Impact, Field, J. E., Paper 13.

Field, J. E., Lesser, M. B., and Dear, J. P., 1985, "Two-Dimensional Liquid
Wedge Impact and Its Relevance to Liquid Drop Impact," Proceedings of the
Royal Society of London, Series A, Vol. 401, pp. 225-249.

Field, J. E., Dear, J. P., and Ogren, J. E., 1989, "Effect of Target Compliance
on Liquid Drop Impact," Journal of Applied Physics, Vol. 65, pp. 533-540.

Field, J. E., and Sun, Q., 1989, "Ballistic Impact on Ceramics," Institute of
Physics Series No. 102, International Conference on Properties of Materials at
Hight Rate of Strain, Oxford, pp. 387-394.

Gorham, D. A., Matthewson, M. J., and Field, J. E., 1979, "Damage Me­
chanics in Polymers and Composite Under High-Velocity Liquid Impact,"
American Society for Testing Materials, Special Technical Publication, Vol.
664, W. F. Adler, ed., Philadelphia, PA, pp. 320-342.

Hand, R. J., Field, J. E., and Townsend, D., 1991, "The Use of Liquid Jets
to Simulate Angled Liquid Impact," Journal ofApplied Physics, Vol. 70, pp.
7111-7118.

Heymann, F. J., 1969, "High Speed Impact between a Liquid Drop and a
Solid Surface," Journal of Applied Physics, Vol. 40, pp. 5113-5122.

Lesser, M. B., 1981, "Analytic Solutions of Liquid-Drop Impact Problems,"
Proceedings of the Royal Society of London, Series A, Vol. 377, pp. 289-308.

Lesser, M. B., and Field, J. E., 1983, "The Impact of Compressible Liquids,"
Annual Review of Fluid Mechanics, Vol. 15, pp. 97-122.

Shi, H. H., and Field, J. E., 1992, "The Role of the Liquid Layer in High
Speed Liquid/Solid Impact," Proceedings of the Fourth Research and Publi­
cation Symposium of the Institute ofFluid Science, Tohoku University, Japan,
pp. 141-144.

Troyanovski, B. M., 1973, Turbines for Nuclear Power Stations, Energia,
Moskva.

Wilson, M. P. W., and Brunton, J. H., 1970, "Wave Formation between
Impacting Liquids in Explosive Welding and Erosion," Nature, Vol. 226, pp.
538-541.

van der Zwaag, S., and Field, J. E., 1983, "Rain Erosion Damage in Brittle
Materials," Engineering Fracture Mechanics, Vol. 17, pp. 367-379.

Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M. R. Wang 
Associated Professor. 

D. Y. Huang 
Graduate Assistant. 

Y. C. Liu 
Graduate Assistant. 

Institute of Aeronautics and Astronautics, 
National Cheng Kung University, 

Tainan, Taiwan, 70101 

Droplet Dynamics Near the Wall in 
a Vertical Rectangular Duct 
Measurements of the droplet behavior near the wall in a vertical rectangular duct 
were conducted by a phase Doppler particle analyzer (PDPA). The test Reynolds 
number and drop size range is from 18,500 to 89,300 and from 5 \>.m to 110 fim, 
respectively. Results show that the negative slip-velocity of the drops near the free-
stream region normally results in the reversed slip-velocity phenomenon in the bound­
ary layer region. No negative slip-velocity of all drops are discovered for Reynolds 
number less than 38,300. This indicates no reversed slip-velocity phenomenon for 
the test drop size range under low Reynolds number conditions. However, when the 
Reynolds number is over 38,300, the free-stream slip-velocity of the bigger drops 
becomes negative. It is found that the negative slip-velocity and, hence, the reversed 
slip-velocity phenomenon may take place for drop size larger than 52 \>.m to 90 \im 
depending on the flow Reynolds number. 

Introduction 
Study of the two-phase suspension flow is important in many 

industrial applications. The suspended particles involved in the 
practical applications could be liquid droplets, solid particles, 
or air bubbles. The different inertias of the particle phase and 
the gas phase in the two-phase suspension flow normally result 
in a significant velocity difference between them. Such phe­
nomenon, in turn, influences the transport processes of mass, 
momentum, and energy as well as chemical reactions in two 
phase turbulent flow. This phenomenon is very important in 
the understanding of phase interactions and deposition of the 
dispersed phase on the wall. 

The effects of particle loading on the turbulent motion in a 
vertical up flow were studied by Lee and Durst (1982). Four 
kinds of glass beads with size of 100, 200, 400, and 800 fim 
were used as the dispersed phase in air flow. Their results 
showed that the mean velocities of 100 /im and 200 itm particles 
are lower than the air flow in the free stream but are higher 
than air flow near the wall region. It turns out that, for the 
two smaller particles, there is a radial matching location at 
which the relative velocity between the phases changes its di­
rection in the central region and the wall region. The wall 
region where the relative velocity between the particle and the 
air flow changes its direction is called "reversed slip-velocity 
region" (Lee and Durst, 1982). They also found that the thick­
ness of this reversed zone is about 20 percent of the pipe radius 
for the 100 /xm particles and is only 10 percent of the pipe 
radius for the 200 /im particles. However, no reversed slip-
velocity region was observed for the 400 /xm and 800 tim par­
ticles. This implies that the existence of this reversed slip-
velocity region depends on the particle size in the range 100 
iim-800 ttm. However, study of the reversed slip-velocity re­
gion in other size range was not carried out in their tests. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 22, 1992; revised manuscript received May 7, 1993. Associate Technical 
Editor: A. Prosperetti. 

Lee and Einav (1972) investigated the migratory motions in 
a rectangular duct by laser-Doppler velocimeter (LDV) meas­
urement. The water flow used in their experiment was filtered 
through a micronite in order to limit the size of the natural 
contaminants below 2 inn. Glass spheres with size of 30, 50, 
and 100 ion were utilized in the tests. The flow Reynolds 
number was from 400 to 600 and the particle Reynolds number 
fromO.01 to0.13. Their measurements showed that the particle 
velocities always lag behind the fluid in the laminar boundary 
layer region. This indicates that there is no particle reversed 
slip velocity region in their test cases. However, the Reynolds 
number used in this test is much lower than the previous one 
(Lee and Durst, 1982) and the carrier phase is water instead 
of air. It seems that the interaction between the carrier phase 
and the dispersed phase may be dependent on the flow Reyn­
olds number and the inertia of both phases. 

Tsuji and Morikawa (1982) investigated the effects of par­
ticle size on the turbulent modulation in a horizontal pipe flow 
with a higher Reynolds number, i.e., 11,500-28,800. The air 
flow is loaded with plastic particles with size 200 fim and 3400 
fim. Results show that there is a reversed slip-velocity zone 
near the wall for the 200 jtm particles. Moreover, the flow 
turbulence is enhanced by the larger particles (i.e., 3400 tim) 
and is reduced by the smaller particles (i.e., 200 iim). It seems 
that the reversed slip-velocity region may take place in a higher 
Reynolds number range (Lee and Durst, 1982; Tsuji and Mo­
rikawa, 1982). An investigation of the particle behavior in a 
vertical air pipe flow was further carried out by Tsuji et al. 
(1984). Particle sizes of 200,500,1000, and 3000/*m in diameter 
were used in their tests. Results showed that the reversed slip-
velocity phenomenon took place only for 200 tim particles, 
similar to the result described by Lee and Durst (1982). The 
data also showed that large particles resulted in the enhance­
ment of the flow turbulence throughout the pipe section, but 
the small particles reduced it. 

As a comparison, Rogers and Eaton (1989) further studied 
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Table 1 Comparison of the results under various experimental conditions 

Author 
Lee and Eiven 

1972 
Lee and Durst 

1982 
Tsuji et al. 

1984 
Tsuji et al. 

1984 
Roger and Eaton 

1989 

Rashidi et al. 
1992 

This paper 
1992 

Test tunnel 
flow direction 

Horizontal duct 

Vertical pipe 
Up flow 

Horizontal pipe 

Vertical pipe 
Up flow 

Vertical duct 
Up flow 

Horizontal duct 

Vertical duct 
Down flow 

Flow 
Reynolds number 

400-600 

7,600 

11,500-28,800 

15,000-38,000 

107,600 

2,500-7,500 

38,300-89,300 

Phases 
flow/drop 

Water/solid 

Air/solid 

Air/solid 

Air/solid 

Air/solid 

Water/solid 

Air/Liquid 

Size 
. 30, 50, 100 mm 
glass bead 
100, 200, 400, 800 (*m 
glass bead 
200, 3400 Mm/plastic 

200, 500, 1000, 3000 nm' 
plastic 
50, 90 jim/glass bead 

120-1100 /im/polystyrene 
88 /xm/glass bead 

20, 50, 80 nm 
Liquid drop 

Results 
No reversal 

Reversal for 100-200 jjm 
*T.M. 
Reversal for 200 jim 
T.M. 
Reversal for 200 /xm 
T.M. 
No reversal 
T.M./normal direction 
No T.M./streamwise direction 
No reversal 
T.M./120-1100 lira polystyrene 
No T.M./88 fun glass bead 
Reversal for 80 /im 

' Turbulent Modulation 

the response of solid particles under zero and adversed pressure 
gradient in a vertical turbulent boundary layer flow with a 
Reynolds number as high as 107,600. Glass beads with size of 
50 and 90 ^m at concentration of 2 and 20 percent were used 
to study the aerodynamic characteristics of the dispersed phase. 
The results demonstrated that the particles were able to respond 
to the fluctuations of the flow in the streamwise direction. 
However, the particle response was strongly attenuated in the 
direction normal to the wall. Their analysis also showed that 
the power spectrum of the particle velocity fluctuations in the 
normal direction shifts to higher frequencies relative to the 
streamwise fluctuations, indicating that the particles cannot 
closely follow the fluid fluctuations in the normal direction to 
the wall. These data also indicated that the gas velocity is always 
greater than that of the particles across the turbulent boundary 
layer and the reversed slip-velocity zone does not exist in this 
case. 

A test at low Reynolds number in a water flow was also 
performed by Rashidi et al. (1990). They examined the effects 
of particle size, particle density, particle loading, and flow 
Reynolds number on the particle-wall interaction in a turbulent 
flow. The solid particles, i.e., spherical polystyrene with size 
range from 120 to 1100 /xm and spherical glass bead with only 
one size of 88 pm, were loaded in the water flow. The flow 
Reynolds number based on flow depth is from 2,500 to 7,500. 
The data showed that turbulence intensities and Reynolds 
stresses increase when loaded with the larger polystyrene par­
ticles (i.e., 1100 /im) and decrease when loaded with the smaller 
polystyrene particles (i.e., 120 /*m). These effects are enhanced 
as the particle loading is increased. However, they also found 
that the glass bead (i.e., 88 /jm) is too heavy to cause any 
significant modulation on the turbulence. Moreover, it was 
found that the mean particle velocity always lags behind the 
fluid across the entire turbulent boundary layer in their ex­
periments. This indicates that there is no reversed slip-velocity 
region similar to that described by Lee and Durst (1982). 

The above results are summarized in Table 1. The reversed 
slip-velocity phenomenon depends on the flow Reynolds num­
ber, the properties of the fluid and dispersed particles, as well 

NEEDLE VALVE 

SETTLING 
CHAMBER 

600mm x 300mm 

800mm 

CONTRACTION 
SECTION 

16:1 

TEST SECTION 
75mm x 150 mm 

SUCTION FAN 

Fig. 1 Schematic of the experimental facility 

as the size of the particles but is insensitive to the orientation 
of the test tunnel. However, the reversed slip-velocity phe­
nomenon of the air flow loading with liquid drops has not 
been explored. This paper intends to study the interaction 
between a polydispersed drop spray and air flow in a moderate 
Reynolds number range (i.e., 18,500-89,300). 

Configuration of Wind Tunnel 
A vertical suction type wind tunnel as shown in Fig. 1 was 

employed in this study. This wind tunnel is made up of the 

dP = 
Re = 
U = 

Uf = 

droplet diameter 
Reynolds number 
streamwise velocity 
gas streamwise velocity at 
the free stream 

V = 
X = 
Y = 
8 = 

(Y/S)R = 

slip-velocity (=UP- Ug) 
streamwise coordinate 
transverse coordinate 
boundary layer thickness 
reversal point 

v = 
/̂  = 

Subscripts 
8 = 
P = 

kinematic viscosity of air 
dynamic viscosity of air 

gas phase 
droplet phase 
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Fig. 5 Slip-velocity between the dispersed phase and the gas phase. 
(Re = 38,300, X= 145 mm, 8 = 5.5 mm) 

settling chamber, contraction section, test section, noise re­
duction chamber and suction fan. The contraction ratio of the 
tunnel is 16:1 with a cross-section area of 75 mm x 150 mm 
at the test section. The coordinate as shown in Fig. 1 was 
selected such that the transverse coordinate Y is positive away 
from the wall and the streamwise coordinate X is positive 
toward the downstream with the origin at the entrance of the 
test section. 

Seeding D r o p Generator 
In order to distinguish the velocity of the continuous phase 

from the dispersed phase, kerosine drops were seeded to trace 
the gas flow. Seeding drops with size less than 2 /*m were 
supplied by a seeding drop generator. The polydispersed drops 
were provided by a Sono-Tek ultrasonic nozzle located at 800 
mm upstream of the test section. The arrangement of the 
ultrasonic atomizing nozzle system in the settling chamber is 
shown in Fig. 1. Since the cross-sectional area of the settling 
chamber is large enough and the flow velocity in the settling 
chamber is less than 1 m / s , the disturbance generated from 
the drops supply system is relatively small. The atomizing 
nozzle used in this study was operated at a water flow rate of 
(25.0±0.75) cc/min with a sauter mean diameter of 53 /un. 

Measurement System and Measuring Uncertainty 

A two-component phase Doppler particle analyzer (Aero-
metric model PDP-3200) was used to measure the velocity 
distribution, particle size and number density of the polydis­
persed droplets in the two-phase boundary layer. The optical 
system consists of a transmitter and receiver modules. These 
packages are affixed to a single base. The transmitter and 
receiver may also be positioned around the test section to 

facilitate the required optical access for the measurement. Off-
axis forward scatter light detection is used. The detailed de­
scription of the working principle had been given by Bachalo 
and Houser (1984). The local mean quantities are averaged by 
collecting 30,000 samples for every measurement point . The 
gas phase velocity is calculated by taking the data of particles 
smaller than 2 /jm and the dispersed phase velocity is calculated 
from the rest of the particles. The phase Doppler particle 
analyzer was mounted on a three-axis transverse system which 
permits positioning to within 0.1 mm. 

Uncertainties (Chang et al . , 1992) in the mean and fluc­
tuating velocities of the continuous phase using the P D P A are 
within 2 percent in comparison with the measurements of a 
pitot tube in the measuring range from 2 to 10 m / s . Repeat­
ability in the mean and fluctuating velocities of both phases 
are also within 2 percent uncertainty under the test conditions. 
Mass conservation checks for liquid flow rates at each meas­
uring axial station, by comparing with the metered liquid flow 
rate in the upstream water supply line, revealed that the un­
certainty in the mean liquid flow flux was at most 10 percent. 
Calibration with monodispersed droplet showed that the error 
in diameter measurement by P D P A was below 5 percent. 

Results and Discussion 
In order to investigate the effects of the Reynolds number 

on the droplet motion within the two-phase boundary layer, 
experiments were first performed under flow conditions such 
that the free stream velocities were equal to 5.8 m / s , 11.2 
m / s and 14.2 m / s , corresponding to Reynolds numbers based 
on the hydraulic diameter (i.e., 100 mm) 38,300, 70,100 and 
89,300, respectively. The boundary layer thickness, 5, for the 
test conditions is 5.5 mm, 7.5 mm, and 6.0 mm, respectively. 
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Fig. 6 Schematics of the velocity distribution of the 80 /tin drop in the 
boundary layer, (a) Particle motion near the wall, (i>) slip-velocity of the 
particle 

The information of the drops at 20 /im, 50 /xm, and 80 ^m is 
discussed first. 

Figure 2 shows the typical velocity distribution of the gas 
phase and the dispersed phase at Re = 70,100. It seems that 
the velocity distribution can be divided into two regions, one 
is near the wall, i. e., Y/h < 0.8, the other is near the free stream, 
i.e., F/6>0.8. In the region of y/5>0.8, the velocities of the 
smaller drops (i.e., 20 and 50 jim) and gas phase are almost 
the same within the measuring uncertainty, indicating that the 
equilibrium condition between the smaller drops and gas phase 
has been achieved. Since the momentum of the drops issuing 
from the nozzle is transferred from the gas phase, the velocity 
of the bigger drops (i.e., 80 ttm) is less than others in this 
region because of their higher inertia. However, the velocity 
distributions are quite different in the near wall region (i.e., 
175 < 0.8). The velocity of the 80 ,̂m drop is the highest in 
the near wall region while the velocity of the gas phase is the 
lowest (see Fig. 2). It seems that the viscous effect in the near 
wall region is significant and tne influence of this effect on 
the drop velocities depends on their size. The velocity of the 
bigger drops in the near wall region is higher because of their 
higher inertia when entrained from the free stream. 

This foregoing phenomenon can be further explained by the 
slip-velocity distribution illustrated in Figs. 3 and 4. The slip-
velocity of the 80 pm drop turns from a negative value in the 
free stream region (i.e., }75>0.8) to a positive value in the 
near wall region (i.e., 175 < 0.8). It is found that the slip-
velocity is zero at 7/5 = 0.8 for 80 pm particles. Similar phe­
nomenon has been reported by Lee and Durst (1982) and is 
called "reversed slip-velocity region" or "reversal zone." By 
comparing Figs. 3 and 4 with Fig. 5, it is also found that there 
exists a reversal zone for the larger drops (i.e., 80 /xm) at higher 
Reynolds numbers (i.e., Re = 70,100 and Re = 89,300) but not 
for smaller Reynolds number (i.e., Re = 38,300 in Fig. 5). This 
phenomenon is called "reversed slip-velocity phenomenon" 
and takes place only for bigger drops, i.e., 80 pm drops in this 
case. The location where the slip-velocity between the drops 
and the fluid is zero is called the "reversal point" and is 
designated as " (Y/S)R." It is interesting to find that the reversal 
phenomenon was not observed throughout the entire turbulent 
boundary layer for 20 /xm and 50 jim drops in the test Reynolds 
number range (see Figs. 3-5). 

The results also shows that there exists a negative slip-ve­
locity between the larger drops (i.e., 80 itm) and the gas phase 
and it increases as Reynolds numbers increase from Re = 70,100 
to Re = 89,300 (see Figs. 3 and 4). This result may imply a local 
nonequilibrium phenomenon of the larger drops and the gas 
phase in the region of Y/b>{Y/S)K. 

It is also interesting to see that the reversal point (i.e., (17 
S)R) of the larger drop conspicuously moves farther away from 
the wall as Reynolds number decreases from Re = 89,300 to 
70,100 (see Figs. 3 and 4), indicating that the reversal zone 
increases as Reynolds number decreases. This phenomenon 
can be explained by the aerodynamic lift force of the drop in 
the boundary layer region (Saffman, 1965). Figure 6 shows a 
schematic of the velocity distribution of the 80 pm drop in the 
boundary layer region. As can be seen from Fig. 6(a), the 
particle velocity leads the air flow velocity in the reversal zone 
and lags behind the air flow velocities in the region near the 
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free stream. In an effort to study aerodynamic lift force, the 
slip-velocity is further illustrated in Fig. 6(b). In the reversal 
zone (i.e., Up- Ug>0), the drop is subject to a pressure dif­
ference because of the velocity difference at both sides of the 
drop. The slip-velocity at the bottom side of the drop is higher 
than that at the top side, implying that there is a lift force 
acting on the drop in the direction toward the wall. This lift 
force is called the Saffman shear-induced lift force (Saffman, 
1965). On the other hand, the Saffman lift force acting on the 
drop is toward the free stream when the drop is outside the 
reversal zone. The above argument implies that the drop in 
the shear region with Up-Ug>0 are propelled toward the wall. 
This will, in turn, enhance the deposition of the drop on the 
wall. 

According to Saffman (1965), the shear-induced lift force 
on a small sphere in a creeping shear flow can be expressed 
as: 

FL = K„(UP-Ug)(^j jr2 (1) 

where Fh is the Saffman shear-induced lift force, Up— Ug is 
the slip velocity between the sphere and the fluid, a is the 
radius of the sphere, (x and v are the dynamic and kinematic 
viscosity of the fluid, respectively, and AT is a constant equal 
to 81.2. From this formula, it is known that a sphere moving 
through a very viscous fluid with velocity V (i.e., Up- Ug) 
relative to the shear flow, experiences a lift force which deflects 
the trajectory of the particle normal to the direction of the 
relative velocity. The lift force on a small sphere may result 
from either the spinning motion of the sphere (i.e., Magnus 
effect) or the motion of a sphere through a shear flow. How­
ever, Saffman also found that the lift force due to particle 
rotation is less than that due to the shear by an order of 
magnitude when the Reynolds number is small. Hence the lift 
force on the drop is mainly attributed to the shear flow near 
the wall. 

In an effort to investigate the effects of the Reynolds number 
on the drop behavior in the air flow, the above phenomenon 
are further studied under Reynolds numbers from 18,500 to 
80,900. The measurements are performed at the location of 
X= 145 mm, 7= 15 mm which is in the free-stream region. 
Results are summarized in Fig. 7. It is found that the slip-
velocity of the drops in the free stream depends on their size 
and flow Reynolds number. The slip-velocity for all the drops 
size range (i.e., 5 iim-110 ixm) is positive and relatively small 
for Reynolds number less than 38,300. This indicates that no 
reversed slip-velocity phenomenon can be found for the test 
particle range under low Reynolds number conditions which 
is consistent with that reported by Lee and Einav (1972) and 
Rashidi et al. (1990). However, the slip-velocity turns from a 
positive values for the smaller drops to a negative values for 
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the larger drops for Reynolds number more than 38,300. More­
over, the diameter of the drops with a zero slip-velocity depends 
on the Reynolds number and is called "critical diameter." It 
is interesting to see that this critical diameter decreases from 
90 itm to 52 /xm as the Reynolds number increases from 38,300 
to 80,900 (see Fig. 7). 

As described earlier, the negative slip-velocity condition in 
the free-stream normally results in the reversal zone near the 
wall region (see Figs. 3 and 4). Hence, it can be concluded that 
the reversed slip-velocity phenomenon takes place for drop size 
larger than 90 ^m at Reynolds number 38,300 and for drop 
size larger than 52 /xm at Reynolds number 80,900. Figure 7 
also shows that the negative slip-velocity of a specific drop 
size increases as the Reynolds number increases. In the smaller 
drop size range where the slip-velocity is always positive, there 
is a maximum slip-velocity at drop size of 30 /mi. 

Conclusion 
The dynamics of the spray drops in the range of 5 /xm to 

110 /im near the wall at the Reynolds number from 18,500 to 
89,300 are studied. Results show that the reversed slip-velocity 
phenomenon of the larger drops (i.e., 80 /xm) near the wall 
takes place at the higher Reynolds number (i.e., Re = 70,100 
and Re = 89,300). However, this phenomenon is not observed 
for the case of lower Reynolds number (i.e., Re = 38,300). 
Moreover, the reserved slip-velocity phenomenon is not ob­
served for 20 /xm and 50 /xm drops for the test Reynolds number 
from 38,300 to 89,300. Results also show that the thickness 
of the reversal zone of the 80 /tm drop increases as Reynolds 
number decreases. It is found that the drops near the wall are 
subject to a Saffman shear-induced lift force which will, in 
turn, result in the deposition of the drops on the wall. It is 
also found that the negative slip-velocity between the 80 /tm 
drop and the gas phase in the region of 7/5 > (Y/8)R increases 
as Reynolds number increases, implying that the equilibrium 
between the 80 /xm drop and the gas phase has not been 
achieved. Furthermore, the negative slip-velocity near the free 
stream normally results in the reversed slip-velocity phenom­

enon near the wall. However, no negative slip-velocity near 
the free stream can be found for the smaller drops. 

Measurement of the negative slip-velocity near the free stream 
is performed for Reynolds numbers from 18,500 to 80,900. 
No negative slip-velocity for all drops is discovered for Reyn­
olds number less than 38,300. This indicates that no reversed 
slip-velocity phenomenon can be found for the test drops range 
under low Reynolds number conditions. On the other hand, 
slip-velocity near the free stream becomes negative for bigger 
drops when the'Reynolds number is higher than 38,300. It is 
concluded that the negative slip-velocity may take place for 
drop size larger than 52 /xm to 90 /xm depending on the flow 
Reynolds number. 
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Analytical Solutions for Flow of a 
Dusty Fluid Between Two Porous 
Flat Plates 
Equations governing flow of a dusty fluid between two porous flat plates with 
suction and injection are developed and closed-form solutions for the velocity pro­
files, displacement thicknesses, and skin friction coefficients for both phases are 
obtained. Graphical results of the exact solutions are presented and discussed. 

Introduction 
This paper deals with the two-dimensional, steady, laminar, 

fully developed flow of a dusty fluid between two parallel 
porous flat plates. The plates are infinitely long and separated 
by a fixed distance of h\ {h multiplied by 1, a constant) with 
the lower plate being coincident with the plane y - 0. The flow 
takes place due to the action of a constant pressure gradient 
applied in the ^-direction. Uniform fluid-phase suction and 
injection are imposed at the lower and upper plates, respec­
tively. The fluid and particulate phases are both assumed in­
compressible. 

In the present work both phases (the fluid phase and the 
particle cloud) are treated as continua. The basic assumption 
in the theoretical analysis of such a suspension is that the 
average properties of the particles are described in terms of 
continuous variables. Extensive work based on the continuum 
modeling of particulate (particle-fluid) suspensions has been 
reported (see, for instance, Marble, 1970; Di Giovanni and 
Lee, 1974; Ishii, 1975; and Drew, 1979, 1983). 

The mathematical model employed in the present work rep­
resents a generalization of the original dusty-gas model (a 
model restricted for particulate suspensions having small vol­
ume fraction. See, for instance, Marble, 1970) by allowing for 
finite particulate volume fraction. In this case the particle-
phase viscous effects are important. 

In the absence of particle-phase viscous effects (small par­
ticulate volume fraction), it was reported by Chamkha (1992) 
that a difficulty exists as to the appropriate particle-phase 
boundary conditions that need to be used for this problem. 
The purpose of this paper is to obtain a closed-form solution 
for the problem described above for uniform and finite par­
ticle-phase volume fraction by applying slip boundary con­
ditions familiar from rarefied gas dynamics on the particle 
phase. This allows one to explore the qualitative behavior 
brought about by changes in boundary conditions and various 
parameters of the system. 

Governing Equations 
Consider steady laminar flow of a suspension of solid spher-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 29, 1992; revised manuscript received May 24, 1993. Associate Technical 
Editor: M. W. Reeks. 

ical particles uniformly distributed in a continuous carrier fluid 
between two infinite parallel porous flat plates due to a con­
stant applied pressure gradient. The governing equations for 
this investigation are based on the balance laws of mass and 
linear momentum for both phases. These are given by 

V((l-tf)V) = 0, (\a) 

(16) y(«V„) = 0 

P(i -40V- v v = - v((i -<t>)p) + v .(/i(i -</>)( v v + vv 7 ) ) 
+ PP4>{\P-V)/T, (2a) 

P ^ V P . W p = V . ( M P * ( W I , + VV l))-f>,Myp-\)/T {lb) 

where V is the gradient operator, <j> is the particle volume 
fraction, V is the fluid-phase velocity vector, Vp is the particle-
phase velocity vector, p is the fluid-phase density, pp is the 
particle-phase density, p is the fluid pressure, n is the fluid-
phase dynamic viscosity, r is the momentum relaxation time 
(time needed for the relative velocity between the two phase 
to decrease e"1 of its original value), and \xp is the particle-
phase dynamic viscosity, and a superposed Tdenotes the trans­
pose of a second order tensor. It can be seen from Eq. (2b) 
that the partial pressure contributed by the particle phase and 
gravity are neglected. This situation arises when inertia and 
drag dominate over gravity forces. This obtains when the ve­
locity in the x-direction and the suction velocity are large com­
pared to the particles settling velocity. The last term in Equation 
(2a) accounts for the interaction between the two phases and 
is based on Stoke's linear drag theory. In the present work, 
(j>, p, pp, ix, nP, and T will all be treated as constants. 

It is convenient to nondimensionalize the governing equa­
tions given earlier by using the following equations: 

y = U, V = exVcF(v) 

yp = exVcFp(n) 

Cy V W 

-eyVw, dP/dx=-iiVcG/\2 (3) 
where e* and ey are unit vectors in the x and y directions, 
respectively, Kcis a characteristic velocity, and Vw is the suction 
(or injection) velocity and is a constant and positive. It can be 
noticed from Eqs. (2) that for steady-state and constant par­
ticulate volume fraction conditions the cross stream velocities 
for both phases have to be equal. The resulting nondimensional 
equations can be shown to be 
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F" + RewF' -Ka(F-Fp) + G = 0, (4a) 

rvFp+RewFp+a(F-Fp)=0 (4b) 

where a prime denotes ordinary differentiation with respect to 
17 and 

Rew=Vwl/v, K = pp4>/(p(\-4>)), a=l2/(rV), 

rv = vp/v (v = n/p, vp = np/pp) (5) 

are the wall Reynolds number, the particle loading, the inverse 
Stokes number, and the viscosity ratio, respectively. 

Four boundary conditions (two for the fluid phase and two 
for the particulate phase) are needed to solve Eqs. (4). No slip 
fluid boundary conditions will be used at the walls. That is 

F(0) = 0, F(h)=0 (6) 

While the exact form of boundary conditions to be satisfied 
by a particulate phase at a surface is unknown at present and 
since a particle cloud may resemble a rarefied continuum, slip 
boundary conditions similar to those used in rarefied gas dy­
namics are used at the walls. These are 

Fp(0) = uFp(0), Fp(h)=-o>Fp(h) (7) 

where o is a constant and positive, and the negative sign is 
used to make Fp (h) positive since Fp (h) is negative. In general, 
a) would be a function of the coefficient of viscosity. No at­
tempt, however, is made in the present work to relate co to the 
internal properties of the suspension. 

Of special interest are the fluid-phase volumetric flow rate, 
the particle-phase volumetric flow rate, the fluid-phase skin 
friction coefficient at the lower plate, and the particle-phase 
skin friction coefficient. These can be defined, respectively, as 

i ll nh 

E(r,)dr,, Qp=\ Fp(r,)dri, 
0 Jo 

C=F'(0), Cp = r#F'p(0) (8) 

Results and Discussion 
The governing equations developed above will be solved 

subject to the boundary conditions given earlier in closed form. 
This will be done next. 

Solving for F in Eq. (4b), taking the appropriate derivatives, 
and then substituting into Eq. (4a) yield a fourth-order, linear, 
nonhomogeneous, ordinary differential equation in Fp. It can 
be written as 
F''" + Rew(l +r,)/rJFp + (R^w-a(\ + Krv))/rvFp 

- Re„,a(l + K)/rJFp = a/rvG (9) 

Without going into the details, it can be shown that 

Fp = Ci exp (mil?) + C2exp (mm) 
+ C3exp(m3ri)+AtTi + Bl (10) 

where nt\, m2, and m3 are the roots of the equation 

m* + P*m2 + qm + r = 0 

P* = Re„,(l +ru)/r„, q= ( R e ^ - a ( l + «•„))//•„ 

r= -Re„,a(l + «)//•„, A, = aG/(r,r) (11) 

It should be pointed out that the particle-phase axial velocity 
Fp is indirectly dependent on Vw through Rew. The coefficients 
Blt C[, C2, and C3 are constants determined by the application 
of the boundary conditions. These can be shown to be 

Bi = Re„Ai/a - CXE- C2H- C3I, 

C,= (-Ai(2 + oh) - C2K- C3L)/J 

C2=(R-C3P1)/0, C3=(QlO-MR)/(NO-MPl) (12) 

where 

E= 1 - ms/a (rvmx + Relv), H= l-m2/a(r„m2 + Rew) 

1= 1 - m3/a(rvm3 + Re,,,), 

J= (ffl i-u) + (rrii+u) zxp(m\h) (13) 

K= (m2-o>) + (m2 + w)exp(m2h), 

L= (m3-o>) + (OT3 + C0) exp(m3h) 

M= JH(\ - exp (m2h)) -KE( 1 - exp (mxh)) 

N=IJ(l-exp(m3h))-LE(l-exp(mlh)) (14) 

0 = Ar(co£,+ /??i-co) -J(u>H+m2-o>), 

Pi=L(o}E + ml-oi) -J((jil+m3-w) 

Ql = JAlh + EAl(2 + o>h)(l-exp(mih)) 

R= - (2 + wh)Al(wE + ml-w)-JAl- (Re lvco/a- 1) (15) 

WithFp known, Eq. (4a) can now be solved fori7. The solution 
for F can be shown to be 

F=CiE(exp(m17j)~ I) + C2H(exp(m2rj) 
-l) + C3I(exp(m3y])-l) + A]i] (16) 

The appropriate solutions for Q, Qp, C, and Cp can be 
written, respectively, as 
Q= (Bt - RtvAi/^h+Aih2/! + C1£(exp (m^h) - l)/m, 

+ C2H(exp (m2h) - l)/m2+C3I(exp (m3h) - \/m3 (17) 

Qp = Blh + A1h
2/2 + Cl(exp(mlh)-l)/ml 

+ C2(exp (m2h) - l)/m2 + C3 (exp (m3h) - \)/m3 (18) 

C=AlClEml + C2Hm2 + C3Im3 (19) 

Cp = Kr„(Al + C1ml + C2m2 + C3m3) (20) 

It is difficult to gain insight into the behavior of the physical 
properties of the problem under consideration from the form 
of the solutions reported above. For this reason, graphical 
results are obtained by numerically evaluating the exact so­
lutions and will be presented below. 

It should be mentioned that when rv was made very small 
during the numerical evaluation of the solutions, it was found 
that the corresponding solutions approached the inviscid case 
(/•„ = 0) reported earlier by Chamkha (1992) under the appro­
priate conditions. This is a further evidence that the no slip 
condition on the particle phase used by Chamkha (1992) in 
the inviscid case is reasonable. 

Figures 1 through 4 are obtained by numerically evaluating 
Eqs. (17) through (20). These figures are chosen from a variety 
of results to elucidate the features of the problem under con­
sideration. 

Figures 1 through 4 present the behavior of the fluid-phase 
volumetric flow rate Q, the particulate phase volumetric flow 
rate Qp, the fluid-phase skin friction coefficient C, and the 
particulate-phase skin friction coefficient Cp for various values 
of the particle loading K and the inverse Stokes number a, 
respectively. In these figures the dotted lines correspond to the 
equilibrium limit (where both phases are moving together with 
the same velocity) attained at large values of a («-*<»). In­
creases in the values of a increase the momentum transfer 
between the two phases causing the fluid-phase volumetric flow 
rate to decrease and the particle-phase volumetric flow rate to 
increase until equilibrium between the two phases for large 
values of a is reached. This is evident from Figs. 1 and 2. It 
can be seen from Figs. 1 through 4 that as the particle loading 
(or the particle density) increases, Q, Qp, and C decrease (since 
the fluid-phase velocity decreases and the particle phase is being 
dragged along by the fluid phase) while Cp increases (see def­
inition of Cp) for all values of a shown. As apparent from 
Figs. 3 and 4, there is a minimum in C and a corresponding 
maximum in Cp at some particular value of a. This type of 
behavior is well known and often observed in relaxation type 
flows. It should be mentioned that when the present results 
were compared with the results associated with the inviscid 
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Fig. 3 Fluid-phase skin friction coefficient versus a 
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Fig. 2 Particle-phase volumetric flow rate versus a 
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Fig. 4 Particle-phase skin friction coefficient versus a 

particle phase case, significant decreases in the values of C and 
slight increases (for small values of a) followed by slight de­
creases (for large values of a) in the values of Q and Qp were 
observed. 

Conclusion 
The problem of steady laminar fully developed flow of a 

particle-fluid suspension between two infinite parallel porous 
flat plates due to the action of a constant pressure gradient is 
solved in closed form. The particle-phase volume fraction is 
assumed finite and uniform. This assumption made it possible 
to investigate appropriate forms of particle-phase boundary 
conditions. Slip boundary conditions similar to those used in 
rarefied gas dynamics were utilized and appear to be reason­
able. This provided a rational way in arriving at the appropriate 
boundary conditions for the case of small volume fraction 
where particle-phase viscous stresses are negligible. The influ­
ence of the particle loading on the volumetric flow rates and 

skin friction coefficients for both phases is presented graph­
ically and discussed. It is hoped that the present model will be 
used for the investigation of different stress models and bound­
ary conditions. 
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Droplet Sizing Using the Shifrin 
Inversion 
A method for measuring droplet size distributions was investigated with an emphasis 
on limitations related to measurements in real spray environments. The method 
stores a photographic image of a plane of droplets within a spray and is capable of 
evaluating particle size distributions within the spray, one small region at a time. 
The method complements droplet velocity measurements made using Particle Image 
Velocimetry. In a typical experiment, a plane of the spray was illuminated by a laser 
light sheet and photographed. After processing, a small laser beam scanned the film 
and a diffraction pattern was generated for each region illuminated by the small 
laser. The diffraction pattern was inverted using a Shifrin inversion to solve for the 
particle size distribution within the illuminated region. In this paper we will discuss 
some of the limitations of this method and indicate one approach which seems to 
allow for improved inversions using data signal processing. 

Introduction 
A significant number of two-phase flow problems are of 

short duration, or exhibit important transient characteristics 
upon starting or stopping, or are in a turbulent flow field. Any 
of these conditions renders many of the details of the flow 
unsteady. Measurement of the spatially resolved transient be­
havior of the flow field may provide better understanding of 
two-phase flow behavior. 

Current experimental techniques for measuring particle size 
and velocity have been carefully developed and appear to be 
mature techniques. These include Fraunhofer diffraction 
measurements (Swithenbanket al., 1976 and Yule etal., 1982), 
interferometric intensity type measurements (Farmer, 1972 and 
Bachalo, 1980), and phase Doppler type measurements (Bach-
alo and Houser, 1984). Comparisons of these techniques are 
given by Jackson and Samuelson (1987) and Dodge et al. (1987) 
and recent summaries are given by Hirleman et al. (1990). 

These techniques make measurements at a single point or 
measurements averaged over some small area of the flow. They 
can make a series of measurements at a given location over 
time. For transient flows, particularly ones with significant 
turbulence and other stochastic characteristics, a collection of 
single point time records spanning some spatial region of in­
terest is difficult to interpret. The various spatial locations 
would be sampled at different discrete times, for what may 
amount to different flow conditions. For many transient multi 
phase flow applications, measurements which span a spatial 
area or volume at a series of discrete times may be of greater 
utility in developing an understanding of the flow as well as 
for development and refinement of flow models. 

Measurement Technique Background 
The basis of the method for measuring particle size and 
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velocity is similar to the developing technique of particle image 
velocimetry (PIV). A brief review of the concepts necessary 
for this measurement technique will be presented. 

Particle image velocimetry has been described in a complete 
review by Adrian (1991). The general technique of PIV involves 
a multiple exposure photograph of a flow containing particles 
or droplets. A photographic image of the particles is obtained 
for a plane of particles which has dimensions of the height of 
an illuminating laser sheet, the width of the image plane, and 
the thickness of the laser sheet. Typical dimensions are 3 cm 
high by 5 cm wide by 200 /jm thick. The light source is usually 
controlled to allow two exposures of the particle field to be 
recorded on the film. The time between the exposures is con­
trolled and is presumed known. Particle velocity can be ob­
tained by measuring the magnitude and direction of the 
displacement of a particle between exposures. 

After development, the film is illuminated with an unex-
panded laser beam. Sequential illumination of portions of the 
film provides information regarding particle displacement in 
the region illuminated. Each particle image generates a dif­
fraction pattern in the far field (far from the film). The com­
bination of the many diffraction patterns from many particle 
images illuminated by the laser beam produces an interference 
pattern, known as Young's fringes. The low frequency mod­
ulation of the fringe pattern is known as the diffraction halo. 

Particle size information is available from the shape of the 
diffraction halo which modulates the Young's fringe pattern. 
Since the Fourier transform or far-field diffraction operator 
is linear, the effects of many particles may be interpreted 
through superposition. The diffraction halo is the same dif­
fraction pattern for near forward scattering from particles 
which is observed for diffraction based particle sizing tech­
niques (Swithenbank et al., 1976). 

Inversion of the scattered intensity data, minus the higher 
frequency Young's fringe data, can provide a particle size 
distribution of the ensemble of particle images which appear 
within the interrogating laser beam. It may be noted that in 
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Fig. 1(a) Interrogation system for PIV and particle sizing method 
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Fig. 1(c) Experimental arrangement for spray photography, elevation 

dilute regions of a spray, the small sample volume interrogated 
may cover a few droplets, not enough to be reliably predicted 
with a continuous size distribution. Thus in inverting the dif­
fraction halo intensity pattern to recover a particle size dis­
tribution, it is unlikely that an a priori selected distribution 
function will be successful. 

For particle size measurements a TV camera is used to cap­
ture the diffraction pattern and Young's fringe pattern at the 
back focal plane of the lens, as shown in Fig. 1(a), along with 
a typical photographic setup in Figs. 1(b) and 1(c). The use of 
a TV camera as a detector has the advantage of simultaneous 
use for PIV applications and selectivity of geometry of data 
collection. With the camera, information on the intensity pro­
file can be collected at different sector sizes and at different 
angles within each sector. A disadvantage of using a TV camera 
is the limited dynamic range of the attached frame grabber, 
which in our case is 8 bits for each pixel. In our analysis some 
high intensity information in the small diffraction angle region 
was sacrificed (overexposed or saturated) to pick up infor­
mation at higher scattering angles. 

The intensity pattern captured by the TV camera can be 
sampled in a variety of ways, using line scans of the image in 
selected directions, integrating rings at specified radii to imitate 
ring detectors (Kouzalis et al., 1988), or integrating over se­
lected sectors of rings. In the experiments discussed here, little 

difference was seen in the results for line scans and sectors 
integrated over as much as 45 deg. Since line scans are much 
faster, these are used for the results. 

The diffraction halo due to particle scattering is the low 
frequency portion of the Young's fringe pattern, which is given 
by the Airy formula 

h^-r^r-, J A(y)x2n(x)dx (1) Ve2-2 

where 6 is an angle measured from the center of the diffraction 
pattern, Id is the normalized scattered intensity at an angle 6, 
k = 2ir/\, X is the wavelength of light, z is the distance from 
the diffracting object to the viewing plane, x is the particle 
size parameter x=ird/\, X\ and x2 are limits on the expected 
particle size parameter, n(x) is the particle size distribution, 
6 = sin 6, y = x6, and Jt is a Bessel function of the first kind of 
order unity. For some distributions n(x) may be assumed to 
vanish at xx and x2, giving 

Ie=W? 1 Jl^y^n^dx <2> 
Equation (2) may be considered a first-kind Fredholm in­

tegral equation. An inversion producing n{x), known as a 
Shifrin inversion, is possible (Fymat and Mease, 1978) resulting 
in 

n(x)-
27T^V 

: x2 My)YAy)y 
d(d%) 

de 
dd (3) 

where Yi is a Bessel function of the second kind of order 1. 
This type of data inversion allows flexibility in the type of 

particle size distribution acquired, since no distribution is as­
sumed. A major disadvantage of this integral inversion scheme 
is that the measured data Ig, must be differentiated. Alternative 
inversion methods using the Shifrin inversion in other forms 
(Fymat and Mease, 1978 and Coston and George, 1991) and 
the use of other inversion schemes (Hirleman, 1991) have been 
suggested. Some of these inversions are aimed primarily at ring 
detector geometry, but others which may prove useful in this 
application have not yet been implemeted. It should be noted 
that the result of the calculation from Eq. (3) is a relative 
particle size distribution, and actual particle flux or mass flux 
of particles is not a result of Eq. (3). Estimates of total particle 
flux for diffraction based methods are usually made by meas­
urement of the attenuation of the interrogating laser beam 
relative to a correlation for extinction as a function of flux. 

The technique outlined has been tested on modeled and 
experimental single apertures, a variety of modeled polydis-
perse distributions, a fixed calibration reticule, and a mon-
odisperse droplet stream (Farrell, 1991). The results of this 
previous work indicated that the inversion scheme worked well 
for both monodisperse and polydisperse size distributions using 
modeled intensity data. Using experimental data from single 
apertures, the method was able to accurately measure mon­
odisperse distributions. Using a reticule with a Rosin-Rammler 
distribution of plated spots, the method was able to accurately 
measure the distribution. In the previous work, the method 

Nomenclature 

d = particle diameter 
Ig = intensity at an angle 6 from 

the optical axis 
k = wave number, 2irA 

(x) = particle distribution function 
Ne = number of data samples at 

discrete 8 locations 

x = 
*\ = 

x2 = 

y = 

particle size parameter, itd/\ 
limit of integration for size 
parameter in Eq. (1) 
limit of integration for size 
parameter in Eq. (1) 
particle parameter, xd 

distance from particle image 
to image plane for interroga­
tion 
wavelength of light 

6 = angle from optical axis 
Ad = angular spacing between sam­

ple points 

z = 

X = 
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Fig. 3 Comparison of area weighted size distributions for numerical 
and experimental data for a um aperture 

had not been extensively tested in spray fields subject to laser 
speckle and other noise sources. 

When the experimental method described was applied to a 
spray, several problems were observed which were not clearly 
evident in the single aperture and polydisperse reticule eval­
uations. For a typical application, a large spray field is pho­
tographed, either with single or double exposure, and 
interrogated on a scale of about 0.5 mm. For many regions 
of a spray, this geometric scale will include a small number of 
droplets. In these regions, system performance for monodis­
perse or multi mode size distributions is important. 

Particle Sizing Method Improvements 
The particle sizing method may be characterized using cal­

culated intensity distributions for monodisperse or polydis­
perse particle distributions. Experimental monodisperse and 
polydisperse distributions can also be evaluated, although 
quantitative comparison for polydisperse distributions is dif­
ficult since the actual distribution is rarely known. 

A calculated intensity profile for a 50 /*m particle is shown 
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Fig. 4 Numerical data with rotation of 0max, A0 constant 

in Fig. 2. This figure shows a slice through the cross section 
of the Airy pattern described in Eq. (2). The numerical intensity 
pattern has been truncated in the figure to expand the intensity 
scale at the lower intensity values, but the complete intensity 
profile is used in the inversion calculations. Using the Shifrin 
inversion, the area weighted number distribution, x2n(x), cal­
culated using the Shifrin inversion is shown in Fig. 3. A 50 
am. aperture intensity profile was measured experimentally, 
and the area weighted size distribution was calculated. These 
profiles are also shown in Fig. 2 and Fig. 3. Note that the 
experimental intensity profile in Fig. 2 has saturated the de­
tector (TV camera) for the first two peaks. As indicated in 
Fig. 3, the actual aperture diameter was slightly larger than 50 
fim. It was measured to be about 53 jwn. 

In comparison to the numerical intensity distribution in Figs. 
2 and 3, the experimental distribution shows greater noise and 
a limited range of 6 over which the intensity signal is above 
the noise floor. As a result, the integration in the Shifrin 
inversion is carried out over a smaller range of significant 8 
values, and the resulting distribution in Fig. 3 shows broader 
peaks and some "ringing" near the 50 jim peak. For this 
particular experiment, the noise in the intensity profile is pri­
marily background optical noise (e.g., laser speckle) so camera 
and digitizer noise are not the major contributors. If the ripple 
in the distribution in Fig. 3 is considered to be random noise, 
an rms noise value can be calculated for each of the profiles 
in Fig. 3. The numerical profile has an rms noise figure of 
0.761 percent of the peak signal, while the experimental profile 
has an rms noise figure of 3.465 percent of the peak signal. 
Clearly the noise in these distributions is not random, and the 
rms noise does not accurately characterize the ability to identify 
distribution peaks, but this type of calculation gives a nu­
merical comparison of the ripple of the distribution function. 

Reducing the range of 6 over which the numerical intensity 
profile is sampled or has significant content produces char­
acteristics similar to the experimental aperture results, indi­
cating that the limitation to relatively small 6 values has a 
significant impact on the calculated size distribution and the 
distribution pattern. The effect of reduced total angle over 
which data can be collected is shown in Fig. 4. In this figure, 
inversions were generated from numerically generated intensity 
profiles for a 50 jitm particle have been truncated to smaller 
total sampling angles. In Fig. 4, the number of sample values 
in the intensity profile was changed while the A0 was held 
constant. In a second numerical experiment, not shown, the 
number of sample values was held constant and Ad was allowed 
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Fig. 5 Comparison of original experimental data with extrapolated data 
for 50 j<m aperture 

to vary, giving results similar to those shown in Fig. 4. In this 
figure, A8 is the angular distance between adjacent sampled 
points in the data set. In either case, the overall angle for 
sampling, 0max, has a significant effect on the size distribution 
pattern. The rms noise in the size distribution, calculated as 
for Fig. 3, ranges from .76 percent to 11.44 percent in Fig. 4. 
The results shown in Fig. 4 illustrate the fact that for low 
oscillation inversions with narrow peaks, the total collection 
angle, 0max is more important than either the number of sam­
ples, Ng , or the angular distance between samples, Ad. 

When using intensity profiles for monodisperse distribu­
tions, the required range of 6 is significantly larger than for 
the poly disperse case. This increase in required effective sam­
pling angle for monodisperse distributions has been previously 
noted by Fymat and Mease (1978). In the current measurement 
method, a large portion of the particle image photograph lies 
in a region where a small number of particles will be sampled 
by the unexpanded laser beam at any one time. Thus, per­
formance on monodisperse distributions or small numbers of 
particle sizes is important in the overall performance of the 
system. 

Several approaches to "extrapolate" the measured data to 
larger 6 values for monodisperse distributions have been tried, 
and one shows some promise. Theoretical particle size distri­
butions produce intensity distributions which are essentially 
integrals of Bessel functions (Eq. (1)). A part of the kernel of 
the integral used in the Shifrin inversion is the term 

d(d3Ig) 
de (4) 

which for numerically generated monodisperse size distribu­
tions is essentially a cosine wave. In order to extrapolate the 
range of 6 over which this term is available (non-zero and not 
dominated by noise), the existing portion of the kernel is treated 
in a manner similar to those used for calculations of super-
resolution in optics (c.f. Harris, 1964). The kernel cited in Eq. 
(4), as a function of 6, is Fourier transformed using an FFT 
routine. In the Fourier plane, the available frequency values 
may be used to generate more values by interpolating between 
calculated frequency values. In our implementation, using a 
trapezoidal rule, this technique effectively doubles the number 
of frequency samples. Upon inverse Fourier transformation, 
the reduction of Af by a a factor of 2 leads to an increase in 
the total 6 range of the function by a factor of 2. This method 
assumes that all significant frequency content of the kernel is 

already present in the original data. The result represents ex­
trapolated data which is consistent with the original values in 
terms of frequency content. In an effort to filter the high 
frequency noise typically present on experimental signals, we 
also window the frequency spectrum before inverse transfor­
mation using a Blackman-Harris type window. After this ex­
trapolation procedure, the newly lengthened kernel is used in 
the Shifrin inversion to determine the particle size distribution. 

This technique has almost no effect on numerically derived 
intensity distributions, since typically any range of 8 values 
may be selected when the intensity distribution is generated. 
For monodisperse experimental data, the extrapolation of the 
data has a small effect, giving somewhat larger peak values 
for the area weighted size distribution, and less ripple in the 
size distribution. An example of the results of this type of data 
extrapolation is shown in Fig. 5. This figure shows the results 
of two inversions from an experimentally derived intensity 
distribution for a nominally 50 fim aperture. One of the in­
versions, labeled with the stars, is the inversion from the orig­
inal data set, without extrapolation or filtering. The second 
profile, labeled with the circles, is from the transformed, in­
terpolated, filtered, and inverse transformed data. The two 
profiles are clearly similar, but the extrapolated one exhibits 
a slightly wider profile at the 50 /xm particle size, and signif­
icantly reduced ripple elsewhere. Using the rms noise as an 
estimate of the ripple in the size distribution, the "original 
data" in Fig. 5 has an rms noise of 3.46 percent and the 
"extrapolated data" has an rms noise of 1.82 percent. 

Spray System 
Experimental results from a water spray are shown to in­

dicate how the method performs on an actual spray. With the 
system performance demonstrated in the previous sections of 
this paper, some confidence has been gained on the perform­
ance of the system. Since the size distribution in the regions 
interrogated by the laser is not known, only qualitative eval­
uations of the system performance is possible under these con­
ditions. The measurement made with the current method differs 
significantly from the kind of measurement made with single 
point measurement devices, such as phase Doppler particle 
sizing. These single point devices measure a local spatial par­
ticle size for particles passing through a defined volume in the 
spray over time. The current method provides a particle size 
distribution over a spatial volume, typically larger than the 
PDPA volume for a specific time. Since the particle images 
are recorded on film for a relatively large field of view, there 
are a great number of such small volumes over which particle 
size distributions can be generated in a specific image. In gen­
eral, direct comparison of single point multiple time with single 
time multi-point measurements are not appropriate. 

A spray chamber was designed and built of acrylic with three 
windows to serve as entry and exit points for the laser sheet 
and as a window for photography. A Spraying Systems nozzle, 
which was an external mix, round spray, full cone atomizer 
(1/4J, 64SS air cap, 1650SS fluid cap, with No. 12810 liquid 
shut off needle) was used. The chamber allowed both hori­
zontal and vertical nozzle translation relative to the laser sheet 
location. The air was supplied under pressure from the house 
supply directly to the nozzle and the liquid was siphon fed 
from a 500 ml beaker. 

A doubled Nd:Yag laser supplied illumination of the spray 
by providing high intensity light in a pulse duration of about 
6 ns operating at a wavelength of 532 nm. Two cylindrical 
lenses shaped the laser beam. The light was expanded by the 
first lens to a height of 40 mm at the test chamber. The second 
cylindrical lens decreased the 7 mm width of the beam to about 
1 mm at the location of the spray. A sketch of the system is 
shown in Figs. \(b) and 1(c). 
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Fig. 6 Sample size distribution from spray 

A 35 mm camera with a 105 mm focal length lens with a 
focusing tube was used to take the photographs of the spray. 
A magnification of 1:1 was chosen for simplicity. The imaged 
droplets at 90 deg scatter appeared as a front and a back arc, 
or in some cases as a disk. For the analysis scheme, filled-in 
images were needed. To solve this problem 2',7' Dichloroflu-
orescein was used to dope the water spray to provide fluores­
cence from the 532 nm source. The sprayed solution contained 
1 g of the chemical for every 200 ml of water and the remaining 
solids were filtered with Whatman #1 filter paper. A hydrom­
eter determined the specific gravity of the solution to be the 
same as that of water. The Dichlorofluorescein is listed as a 
low hazard material with usual industrial handling. A wet 
vacuum, equipped with a foam filter sleeve, was connected to 
the bottom of the spray chamber and the exhaust was vented 
directly into the outgoing building exhaust. Note that for other 
scattering angles and other droplet or particle materials, the 
fluorescent dopant may not be necessary. In fact, some pre­
viously taken backlit spatially filtered images for a monodis-
perse stream did not require any dopant (Farrell, 1991). 

The parameters which could be varied during the experiment 
were the supply air pressure (which correspondingly altered 
the liquid flow rate) and the horizontal and vertical nozzle 
positions. For this paper, one setting of these values was used, 
since the emphasis was on the inversion scheme. 

In the region of interrogation, the droplet images on the 
film typically range from 15 to 70 /xm, and are relatively well 
dispersed. Extrapolated data results are plotted in Figs. 6 and 
7 for samples taken at two different locations of the water 
spray from the air-assisted atomizer. These locations were cho­
sen arbitrarily to indicate the general types of particle distri­
butions available, and are not intended to comprehensively 
describe the spray itself. In each figure, a plot of the size 
distribution from unextrapolated data is shown in comparison 
with the distribution using extrapolated and filtered data. Note 
that for these figures the particle size distribution is plotted, 
not the area weighted distribution. The regions sampled have 
a few to several particles within the region, and the size dis­
tributions should reflect that kind of multi mode character. 
The extrapolated data appear to have somewhat reduced os­
cillation in the n (x) profiles with respect to the unextrapolated 
versions. Each sampled region has only a few particles in it, 
so each peak in the size distribution may be interpreted as one 
or more particles at that size. Non-spherical particles within a 
sample area of the image will produce an ensemble diffraction 
signal corresponding to their shapes. Ellipsoidal particles which 
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Fig. 7 Sample size distribution from spray 

were oriented with major axis parallel to one another were 
evaluated producing major and minor axis dimensions (Farrell, 
1991). For randomly oriented particle images within the 700 
fim interrogation beam, the resulting size distribution will rep­
resent an average horizontal and vertical dimension of the 
particles resulting from the summation of their diffraction 
patterns. 

The size distributions shown in Figs. 6 and 7 are not as well 
defined as those for the single apertures, in Fig. 4 for example. 
Figure 6 shows a large peak at about 20 /xm and smaller peaks 
at about 30 /xm and 70 /xm, all of which are likely to represent 
single particles of these respective sizes. The remainder of the 
distribution in Fig. 6 shows remnants of the ripple seen on 
other examples, but looking at the "interpolated" results, the 
remaining peaks do not appear to rise above the background 
ripple. Using the rms noise calculation used in Fig. 4 com­
parisons, the extrapolated size distribution for Fig. 6 exhibits 
an rms noise value of 3.95 percent of the peak value, while 
the original data has an rms noise figure of 5.66 percent of 
the peak value. In Fig. 7, large values of the distribution func­
tion are evident at about 15 /xm and again at about 25 /xm, 39 
/xm, and 55 /xm. Each of these peaks likely represents a single 
droplet of that size. The remainder of the distribution, at larger 
droplet sizes, appears to be primarily background ripple. The 
rms noise figure of 16.5 percent of the peak value. In both of 
these cases, the use of the extrapolation scheme appears to 
reduce the magnitude of the background ripple due to limited 
angular data range, making the distribution peaks more readily 
identifiable. 

The inversions shown in Figs. 6 and 7 take about 2 s per 
location in the field of view, for a location about 0.7 mm in 
diameter. The total time to interrogate an entire image depends 
on the image size and density with which sampling is desired. 
Note that the images themselves were recorded in a single pulse 
of the laser, in about 6 ns. 

Conclusions 
This paper discusses a technique for droplet sizing in a po-

lydisperse atomizer spray. The major focus of the paper is to 
indicate how the current inversion scheme's level of perform­
ance is affected by limited data collection range caused by 
experimental noise. A method is proposed for extrapolation 
of the data to larger sampling angles through interpolation in 
the frequency domain. Some examples of the performance of 
the system are presented for single apertures and for portions 
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of a spray. On single aperture data, the "noise" in the size 
distribution interpreted as random rms noise, decreases by a 
factor of almost 2, compared to a similar "noise" measurement 
on unextrapolated data. On experimental data from a water 
spray, size distributions are qualitatively improved and size 
peaks made more identifiable. The reduction in noise, using 
the calculated rms noise as a figure of merit, is smaller for the 
spray data than for the apertures, with typical reductions of 
about 1/3. 
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Simulation of the Turbulent Flow 
Inside the Combustion Chamber of 
a Reciprocating Engine With a 
Finite Element Method 
This paper presents numerical simulations of turbulent flows during the intake and 
the compression strokes of a model engine. The Fame average Navier-Stokes equa­
tions are solved with a k-e turbulence model. The numerical procedure uses a time 
dependent semi-implicit scheme and a finite element method with a moving mesh 
(Buffat, 1991, Mao, 1990). Results of 2-D axisymmetrical calculations with and 
without inlet swirl are presented and compared to experimental data (Lance et a/., 
1991). The influence of different turbulence models and the numerical precision of 
the simulations are also discussed. 

1 Introduction 
The flows inside the cylinder of an internal combustion 

engine is nonstationary, compressible, and turbulent. The be­
havior of such flow is one of the most important features 
controlling the combustion processes and thus the performance 
of the engine. Therefore in design of modern engines, the 
prediction of the in-cylinder flow is gaining attention. During 
the last decade several multidimensional numerical codes have 
been developed (Amsden, 1973; Gosman, 1977). These inves­
tigations have given some important information on the in-
cylinder flow structure during the intake and the compression 
stokes, with or without inlet swirl. These computer programs 
are generally based on finite difference or finite volume meth­
ods, and a k-e two equations model is used in the calculations 
for modeling the turbulence. 

In-cylinder flow motions are strongly dependent on the ge­
ometries of the chamber and inlet system. The shapes of the 
chamber and the structure of the inlet system are usually com­
plicated, furthermore the movements of the piston and the 
valves impose additional difficulties on the calculations. There­
fore the numerical simulations, based on finite difference or 
finite volume methods, usually did not include an inlet system 
and valves in their calculating domains because of the use of 
structured meshes. Consequently, certain hypothesis or ex­
perimental data must be used in the entrance of the cylinder 
as inlet boundary conditions. These made possible the calcu­
lations of in-cylinder flows, but the results are not completely 
independent of the experimental measurements. 

In the present work, a finite element method with an un­
structured mesh is used. This method is well adapted to Com­
putational Fluid Dynamics (CFD) simulations in complex 
domains, and thus boundary conditions are easy to apply. The 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 15, 1991; revised manuscript received May 4, 1993. Associate Technical 
Editor: C. J. Freitas. 

computational domain includes a main chamber, a piston with 
a bowl, a central valve and an inlet system. As far as we know, 
this is one of the first applications of the finite element method 
for the simulation of in-cylinder turbulent flows. 

Two extensions of the k-e model for compressible flows have 
been used: Watkins' model (Gosman, 1984) and Morel's model 
(Morel, 1992). We have compared their behavior during the 
compression stroke, and similar predictions have been obtained 
with both models. This is in agreement with the results reported 
by B. A. Befrui and A. D. Gosman (Ahmadi-Befrui, 1989) 
using three different versions of the k-e model (Watkins, Morel, 
and El Tahry's models). At present, none of these models could 
be claimed as been superior. The only difference between them 
is the modification made in the production term of the e trans­
port equation in order to take into account of the effect of 
compression on turbulence. Although these models have given 
very different behaviors in special cases of compression and 
expansion of homogeneous turbulence, it appears that these 
modifications do not change the essential nature of the k-e 
turbulence model in the general case. 

2 Mathematical Formulations 
The governing equations of the in-cylinder flow are the clas­

sical Navier-Stokes equations. A k-e turbulence model is used 
to represent small scales of turbulence motions. Additional 
terms, due to the statistical average, are modeled using an eddy 
viscosity concept. We then have to solve density-weighted en­
semble-averaged Navier-Stokes equations together with trans­
port equations for the turbulence kinetic energy k and its 
dissipation rate e. 

The non-dimensional equations for the mean quantities are: 

dp dPuj_Q 

dt bx; (1) 
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dpUj 

dt + 

dpT dpTiij 

dt dXj 

dpUjUj 

dXj 

d 

dXj 

dir d 

dx, dXj \Re 1 

1 \ df 

RePr Re,Pr,y dxj 
, 7 - 1 
+ 

7 

1 dP 
dt 

(2) 

(3) 

where p(x, f) is the density, P(t) is the mean thermodynamic 
pressure, T(x, t) is the temperature, w,{x, 0 and x, are the i-
direction velocity and coordinate, respectively. The non-di­
mensional variable ir (x, /) is a normal stress divided by a 
reference kinetic energy. The total pressurep(x, t) is then given 
by: 

Re Re, ' 
p(x,t) = P(t)+yMaz

0[ir(x,t)--

S„ = f ~ 

(4) 

where Ma0 is a reference Mach number. Since the flow is 
subsonic (Ma0< 1), the contribution of the dynamic pressure 
7r is neglected in the energy equation. S,j and 3D are, respectively, 
the strain rate tensor and the mean velocity divergence, given 
by: . . 

1 IdUj du/\ , ^ „ 9«t 

2fe + ̂ jand3D = S- = ̂  
The turbulent Reynolds number Re, is defined in term of two 
nondimensional scales of turbulence k and e: 

1 r ** 

where fi, is a nondimensional turbulent viscosity, and C^ is an 
empirical constant (CM = 0.09). 

Transport equations for the turbulent kinetic energy k and 
its dissipation rate e are written as: 

/x, dk\ 

7kteJ+2fl'giJ&ij 

2 , 
- 7 (nf + pk$>) - pe 

dpk dpkUj d 

dt dXj dXj 

dpt dpeUj d 

dt dXj dXj ae dXj 
+ 2Ci HtSy&jj 

- - C i ^ 0 * ^ D 2 + p*3D)-C2p^ 

(5) 

(6) 

This model was initially proposed by Launder and Spalding 
in 1974 (Lunder, 1972) for solving incompressible flows. o> 
and Oj are diffusion constants, with the following values: 

ak= 1 and ff£=1.3. 

The molecular viscosity n is a function of the mean temperature 
T, given by 

M = Mo(l + 7 , ) a wi tha = 0.8 (7) 

The values of the model constants are: 

C, = 1.44, C2=1.92, CM = 0.09. 

3 Turbulence Models 
In internal combustion (IC) engine research, the k-e tur­

bulence model is widely used, because of its simplicity and the 
generality of its governing equations (Jenning, 1988). Over the 
past ten years, several different versions of the k-e model have 
been developed for compressible turbulent flows. For example, 
Gosman and Watkins (Gosman, 1984) have proposed the fol­
lowing modified e equation: 

dpe dpeUj 
dt dxj 

_d_ 

dXj 

2 

af dXj 

e 

+ 2Cl - /l(SySj/ 

C - W D ' + pfcD)- C 2 p - + pe3D 
k 

(8) 

The additional term peSD comes from the modeling of the 
production term in the e transport equation for compressible 
flows. However Reynolds (Reynolds, 1980) has pointed out 
that, for a rapid spherical compression of a homogeneous 
turbulence, the predicted behavior of the length scale using 
the previous model is not plausible. Morel and Mansour (Mo­
rel, 1992) have proposed a modified version to account for the 
general case of compression, including the three basic compres­
sions: axial, cylindrical radial, and spherical. They assumed 
that, during the compression or expansion strokes, the vari­
ation of the integral length scale L is directly related to the 
variation of the volume. In other words, the mass of an ele­
mentary turbulence volume remains constant, so that: 

pL" = constant, (9) 

where the exponent n is equal to 1, 2, and 3 for the three basic 
compressions respectively, and the turbulence integral length 
scale L is defined by: 

^2/3 

L = (10) 

The modified e equation is: 

ix, de dpe dpeUj d 

dt dx, dxj \ae dXj 
+ 2C] /i,SyS,y 

-~C(j /x,SD2-- CY>2D-C2p 7 + P6SD 
3 k 3 k 

The new coefficients C[ and C" are given by: 

C[ = Cx + a*(Cx + l.5), C,"=3 + 
In 

(11) 

(12) 

with 

3QSn +-S22 + 'S33 
:{\Su\ + \S22\ + \S3i\)

2 l a n d « = 3 - V 2 a T (13) 

The coefficients C[ and C" vary over a moderate range 
( C = 1.32-1.44, C" =3 .5 -4 .5 ) while in Watkins' model C, 
is equal to 1.44. 

For the three basic compressions, with these coefficients, 
the exact expression of the product of the deformation tensor 
Sy. Sy- = 1 +«*/3 2D is obtained, and it insures that the term 
pL" is constant. For a general compression, this product is an 
interpolation between the three basic compressions. 

As it has been expected, this model gives a decreasing tur­
bulence length scale during the compression and an increasing 
turbulence length scale during the expansion for homogeneous 
turbulence. 

4 Numerical Method 

To integrate in time the system of partial differential Eqs. 
(l)-(3) and (5)-(6), we use a semi-implicit scheme (Buffat, 
1991), which takes into account the deformation of the domain 
with a Lagrangian-Eulerian formulation and allows the line­
arization of the equations. Furthermore, the energy equation, 
the transport equation for k and e, and the momentum equation 
can now be solved sequentially instead of simulataneously. 

Let us define W = [MI, «2, w3, T, k, e], the vector of state 
variables. Equations (l)-(3) and (5)-(6) can be expressed sym­
bolically as: 

DW 
Dt 

= div [3C( V W)] + 3C( V ir) + S(W) 

divu = 
[Dp 

' p Dt 

(14) 

(15) 

where 3C(VW) is the tensor of viscous fluxes, JC(V7r) is the 
normal stress constraint in the momentum equation, and S(W) 
includes the remaining source terms. 

The semi-implicit scheme then, is as follows: 
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Fig. 1 Geometry of the axisymmetrical combustion chamber. Finite 
element mesh (2380 nodes). 

At 
+ (u"-s).AW" = div[a>v;Vcf3W"+1] 

+ div[3C(VW")] + JC(V7r" + 1) + S(W",W"+1) (16) 

divu" 
1 P ~P 

At 
+ (u"-s)Vp" (17) 

where we have decomposed the viscous fluxes into a linear 
part aifVW and a residue 3C( VW). To improve the numerical 
stability of the scheme, some terms in S(W) are treated im­
plicitly in the transport equations of k and e (Mao, 1990). The 
velocity s corresponds to the deformation of each point in the 
moving domain. For the space discretization, we use a finite 
element method with a P,/ispP2 element which gives a con­
tinuous and piecewise linear interpolation for the pressure ir, 
associated with a continuous and piecewise linear interpolation 
for the velocity components uh the temperature T, k, and e 
on a grid twice as fine as the pressure grid (each element is 
divided into four triangles). To take into account the defor­
mation of the domain, the velocity s is imposed on each node 
of the grid. 

A preconditioned Uzawa algorithm (Buffat, 1991) is used 
to decouple the velocity u and the pressure ir. The resulting 
linear equations for the nodal values of the velocity compo­
nents u„ the temperature T, k, and e are solved using a pre­
conditioned conjugate gradient square (CGS) algorithm. 

5 Calculating Conditions 
The geometry of the axisymmetrical combustion chamber 

is drawn on Fig. 1. The calculating domain includes a main 
chamber, a piston with a bowl, a central valve and an intake 
system. The geometry and the boundary conditions correspond 
to the combustion chamber of a motored diesel engine installed 
in the laboratory, working at 250 rpm and having a compres­
sion ratio equal to 16. The finite element mesh has 2380 nodes 
and is refined near the valve. 

5.1 Boundary Conditions. For all solid walls, classical 
"wall functions" are used to impose the values of the depen­
dent variables in the near wall regions (Brun, 1988). To take 
into account the compression, a molecular viscosity which is 
a function of the temperature (7), is used in the expression of 
the wall laws. With a constant molecular viscosity, wrong 
boundary conditions values are predicted at the end of the 
compression stroke. At the entrance, the normal derivative of 
the axial and radial velocity is set to zero. Atmospheric pressure 
and ambient temperature are also imposed in the inlet section. 
The velocity fluctuation at the entrance is equal to 10 percent 
of the mean axial velocity ux. 

For calculations with an inlet swirl, the tangential velocity 
«3 is imposed at the entrance as a function of the axial velocity 
u{: 

ui = 0.5*u1 

With these boundary conditions and with the simulation of 

iiiiiii! 180 deg 
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Fig. 2 Velocity vector fields without inlet swirl. Crank angles of 30, 90, 
180, 210, 270, 360 deg from top to bottom. 

the movement of the valve, a hypothesis about the velocity 
profiles at the entrance of the chamber is not needed. The 
movement of the flow is entirely created by the moving piston 
and the valve. 

5.2 Initial Conditions. Air in the chamber is initially at 
rest, pressure is equal to atmospheric pressure, and temperature 
is set to 293° K. The turbulence kinetic energy is equal to 1.1 
percent of the kinetic energy of the mean piston speed V2

P\ that 
is to say, the fluctuating velocity is equal to 10 percent of the 
mean piston velocity. The length scale is estimated as 10 percent 
of the radius of the chamber. The initial dissipation rate e is 
then determined by: 

1-3/2 

By trying different initial values, we have found that the initial 
conditions have no major influence on the results. 

6 Numerical Results 
The calculation is performed with an engine speed of 250 

rev/min. The numerical results are compared to experimental 
data measured in an identical combustion chamber of a mo­
tored engine installed in the laboratory (Lance et al., 1991). 
The measurements use a Laser Doppler Anemometry (Bel-
mabrouk, 1991), to obtain the components of the mean and 

, fluctuating velocity at different sections in the chamber. 

6.1 Results Without Inlet Swirl. The velocity fields at 
different crank angles (CA) during the intake and the compres­
sion strokes are plotted on Fig. 2. During the intake stroke, 
a conical jet is formed and enters the chamber with a velocity 
which is about 10 times stronger than the velocity of the piston. 
The jet drives the air at rest in the chamber, and forms shear 
layers with very sharp gradients, which produce a high level 
of turbulent kinetic energy. As soon as the jet reaches the 
lateral wall of the cylinder, it splits into two parts: one moving 
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Fig. 3 Mean axial velocity profiles u, without inlet swirl. Sections x = 20 
mm and 70 mm at crank angles of 90, 180, 210, 270 deg from top to 
bottom (-B-; predictions; -*-, -»: experimental data (Lance et al., 1991)). 

to the piston and another moving to the cylinder head. When 
the corner eddy takes all the space between the cylinder head 
and the lateral wall at about 60 deg CA, most of the inlet fluid 
moves in the direction of the piston and forms a large eddy 
in the chamber. These two eddies persist to the end of the 
intake stroke. 

During the compression stroke (from 180 to 360 deg CA), 
the valve is closed. The eddies are dissipated by the effects of 
turbulence and compression. At about 270 deg, the eddies 
disappear entirely and the flow becomes almost one-dimen­
sional, except in the near wall regions. At the end of the 
compression stroke, the "squish" phenomenon generates two 
eddies in the bowl of the piston, and increases the turbulence 
level in the bowl. 

In Fig. 3, the profiles of the predicted mean axial velocity 
at different crank angles are compared to the experimental 
data measured in the sections x=20 mm and x=70 mm. The 
results of the calculation are in agreement with the measure­
ments. 

In pig. 4, the predicted fluctuation u' is compared to the 
experiment in the same sections. The predicted RMS fluctua­
tion is determined from the turbulence kinetic energy using an 
isotropic hypothesis: 
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Fig. A Velocity fluctuation profiles u' without inlet swirl. Sections x = 20 
mm and 70 mm at crank angles of 90, 180, 210, 270 deg from top to 
bottom (•&: predictions -*>, •»: experimental data (Lance et al., 1991)). 

During the intake stroke, at the section x=20 mm, the pre­
dicted profile does not present the peak in the shear layer 
region, and during the compression stroke, turbulence level is 
underestimated at section x = 10 mm, due to the turbulence 
modeling. 

In conclusion, the numerical results compare well to the 
experimental data in a situation without swirl. 

6.2 Influence of the Turbulence Models. Two turbulence 
models, the L.S.W model and the Morel's model, have been 
used during the compression stroke. The profiles of the mean 
axial velocity Wi obtained with the two models are compared 
in Fig. 5. We did notice that the value of kinetic energy with 
the L.S.W model is a little stronger than that with the Morel's 
model, leading to a stronger eddy viscosity, and therefore a 
weaker mean velocity. However the gap between the two models 
is small (below 6 percent). 

The predicted fluctuation u' using the two turbulence models 
are compared in Fig. 6. The results with the L.S.W model are 
a little stronger than those with the Morel's model and match 
better the experimental data, but the differences are also small. 

Though these models have predicted very different behaviors 
in a homogeneous turbulence compression, they give almost 
the same results for the simulation of the compression stroke 
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Pig. 6 Velocity fluctuation u' with the two turbulence models during 
the compression. Sections x = 20 mm and 70 mm at crank angles of 270 
and 360 deg (•»: Morel's model; •*-: Watkins' model; -e-: experimental 
data (Lance et al., 1991)). 

1.00 

Fig. S Mean velocity u, with the two turbulence models during the 
compression stroke. Sections x=20 mm and 70 mm at crank angles of 
270 deg (top) and 360 deg (bottom) («•: Morel's model; •«-: Watkins' model; 
•«-: experimental data (Lance et al., 1991)). 

in a combustion chamber. In other words, the modifications 
made in the production term of the e equation do not change 
the essential behavior of the k-e model for flow with shear 
movements or in the presence of solid walls. Actually, the 
modifications appear only in the diagonal terms of the pro­
duction. When shear movements are present, the non-diagonal 
terms are non negligible and could even become dominant, 
therefore the two models give almost the same results. It is 
therefore difficult to make a clear choice between these two 
models, and obviously more experimental data are needed to 
validate the turbulence model, especially near and at the end 
of the compression. For the following simulations, we have 
used the Morel's turbulence model. 

6.3 Numerical Precision, To check the numerical preci­
sion, three simulations of a compression stroke have been 
compared: one with the original mesh and a time step At, one 
with a refined mesh and the same time step At, and one with 
the original mesh and a smaller time step At/2. The refined 
mesh is obtained by dividing each triangle of the original mesh 
into four. 

As indicated by the profiles of the mean axial velocity uu 
plotted in Fig. 7, the differences between these three calcu­
lations are negligible. The profiles of the turbulence kinetic 
energy k are shown in Fig. 8, and the gaps between the three 
curves are also very small. 

The numerical error in these simulations of a compression 
stroke is almost imperceptible, and therefore the differences 
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Fig. 7 Mean axial velocity u, during the Compression with different 
meshes. Sections x = 20 mm and 70 mm at crank angles of 270 and 360 
deg (•»: coarse mesh and time step At, •*•: coarse mesh and time step 
A//2; «•: refined mesh and time step At). 
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Fig. 8 turbulent kinetic energy k during the compression with different 
meshes, Sections x = 20 mm and 70 mm at Crank angles of 270 and 360 
deg (-&: coarse mesh and time step At; -*-: coarse mesh and time step 
Af/2; -»-: refined mesh and time step At). 

between these calculations and the experimental results can be 
attributed mainly to the turbulence models used. 

6.4 Results With an Inlet Swirl. A tangential velocity is 
now imposed at the entrance of the chamber with a ratio 0.5 
to the axial velocity. The velocity fields at different crank angles 
during intake and compression strokes are plotted in Fig. 9. 
We can see a similar evolution of the flow structures as in the 
case without swirl. At the end of the intake stroke, the structure 
of the flow is characterized by a large eddy generated by the 
interaction of the inlet jet and the cylinder walls, and a small 
eddy in the corner between the wall and the cylinder head, as 
in the case without swirl (see Fig. 7 at the 180 deg CA). 

Figure 10 shows a comparison of predicted mean axial ve­
locity profiles with experimental data at different crank angles 
in sections x = 20 mm and x = 70 mm. During the intake stroke, 
the numerical results compare well with experimental data. 
During the compression stroke, at 240° CA, the experimental 
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Fig. 9 Velocity vector fields with inlet swirl (5 = 0.5). Crank angles of 
30, 90, 180, 210, 270, 360 deg. 

Fig. 10 Mean axial velocity profiles p, with inlet swirl (S = 0.5). Sections 
x = 20 mm and 70 mm at crank angles of 90, 180, 210, 270 deg (•&: 
predictions; •*-, -e-: experimental data (Lance et al., 1991)). 

Fig. 11 Mean tangential velocity profiles u3 with inlet swirl (S=0.5). 
Sections x = 20 mm and 70 mm at crank angles of 90, 180, 210, 270 deg 
(-»: predictions; •*-, -e-: experimental data (Lance et al., 1991)). 

data show a positive axial velocity near the axis, suggesting an 
eddy rotating in the opposite direction of the large eddy at the 
end of the intake stroke. In the calculation however, we did 
not observe this eddy at 240 deg CA, but only a smaller one 
at 270 and 300 deg CA. Near TDC, all these eddies disappear, 
and the flow structure is dominated by the squish phenomenon. 

Figure 11 shows the predicted mean swirl velocity and the 
experimental data at different crank angles. During the intake 
stroke the calculations approximate the experimental results, 
but during the compression stroke, the predicted velocity de­
creases more rapidly than in the experiment. These discrep­
ancies may be attributable to the use of an isotropic turbulent 
viscosity. 

Figure 12 shows the predicted fluctuating velocity u' with 
experimental results. Our predictions are supported by the 
experiments. 

In the last figure (Fig. 13), the contour lines of the turbulent 
kinetic energy are drawn at different crank angles, showing 
the evolution of the turbulent kinetic energy with time. We 
can see that the maximums of turbulent kinetic energy are in 
the borders of the inlet jet where large shear stresses occur, 
namely near the walls of the valve and near the impinging point 
of the jet and cylinder wall. 

7 Conclusion 
A numerical code based on a finite element method with a 

Lagrangian-Eulerian formulation is used to simulate the tur­
bulent flow inside a combustion chamber of a diesel engine. 
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Fig. 12 Velocity fluctuation profiles u with inlet swirl (S- 0.5). Sec­
tions x = 20 mm and 70 mm at crank angles of 90, 180, 210, 270 deg 
(•&: predictions; -*-, -e-: experimental data (Lance et al., 1991)). 

The predictions of the mean quantities by the numerical 
code are in agreement with the experimental measurements 
with the exception of the mean tangential velocity, which is 
underpredicted during the compression stroke. The turbulent 
quantities are also well predicted except some peaks in the 
profiles of the u' at section A: = 20 mm. 

Therefore the presented numerical method can now be used 
as a tool to study the internal aerodynamics inside the com­
bustion chamber. Meanwhile, some improvements of the tur­
bulence models are necessary in order to obtain a better 
predictions of the turbulent quantities, particularly the tur­
bulent kinetic energy, which is under-predicted by the turbu­
lence models during the compression stroke. 
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This paper examines experimentally the decay of swirl, the 
average dynamic, static and total pressures and the wall pres­
sure in a pipeline 13 m in length and with an inside diameter 
of 80 mm for two Reynolds numbers and five different inlet 
swirls. The empirical correlations for the above quantities are 
derived, and by using these empirical correlations, the decay 
prOcess and pressure distributions along the pipe for the swirl­
ing flow can be successfully computed by giving discharge 
velocity and a wall static pressure at any axial position. 

1 Introduction 
Swirling flow through a pipe is one of well-recognized tech­

niques to organize and intensify certain working processes in 
industries such as enhancement of heat and mass transfer, and 
is particularly applied in aviation and rocket technology. Re­
cently, swirling flow has been applied in pneumatic conveying 
technology to reduce pressure drop and power requirement, 
or to prevent particle deposition and blockage of pipeline (Li 
et al., 1992). Since the swirling flow dominates the performance 
of these technology, it becomes an important matter how to 
predict the characteristics of swirling flow, In particular, pres­
sure distribution gives important information about the decay 
and energy loss of swirling flow. Until now, there are a few 
experimental and theoretical investigations reported in liter­
ature about the swirling flow in through pipes, and no clear 
generalized methods to compute the decay of swirl and the 
pressure distributions along the pipe. 

Kreith and Sonju (1965) obtained a solution for the equation 
to predict the decay of swirl through pipe. Ito et al. (1980) 
analyzed the decay process of swirling flow and proposed a 
method to estimate the tangential velocity distribution. Kuroda 
et al. (1981) obtained an approximate equation of axial velocity 
distribution based on experimental results. Algifri et al. (1987) 
proposed a procedure to compute the swirl intensity, the tan­
gential, and axial velocity distributions for given inlet flow 
conditions. Senoo et al. (1972) studied experimentally the swirl­

ing flow through pipes with different wall roughness and pro­
posed a procedure to compute local wall pressure and average 
static pressure. Murakami et al. (1975) proposed a local re­
lationship between average total pressure and wall pressure. 
However, these procedures are rather complicated and have 
limitations. 

The present work includes development of more generalized 
correlations for the decay of swirl, the average dynamic, static 
and total pressures, and the wall pressure based on the meas­
urements, and a proposition of the computation procedure of 
decay process and pressure distributions along the pipe for the 
swirling flow. To test the validity and extent of present ap­
proach, our measurements and correlations are compared with 
the available experimental data. 

2 Experimental Apparatus and Procedure 
The experimental apparatus consisted of a horizontal smooth 

acrylic tube of Z) = 80±0.35 mm inside diameter and about 
L = 13 m length, L* —L/D being 162.5. It was confirmed that 
the pipe is hydraulically smooth. Air from a blower was used 
as the working fluid. Swirling flows were generated at the pipe 
inlet by vaned swirlers of five different vane angles. The airflow 
rate was measured by a calibrated nozzle (Uncertainty in ± 0.44 
percent). A three-holed spherical-head probe of 2 ±0.05 mm 
diameter was used to measure the radial velocity and pressure 
profiles at fifteen different pipe sections. At each section, 
measurements were carried out at 20 radial locations with the 
resolution of ±0.05 mm when the Reynolds number defined 
as Re = umD/v (um is discharge velocity) was 60,000 and 125,000 
for five different intensities of inlet swirl. To check the accuracy 
of the velocity and pressure measurements, the flow rate de­
termined by numerical integration of the axial velocity profile 
was compared with the flow rate measured by the nozzle meter 
in each measurement. The difference between these two meas­
urements was within 5 percent referred to the flow rate. 

3 Swirl Number and Velocity Profiles 
Swirl number S has been successfully used to express the 

swirl intensity and used as an important similarity parameter 
of swirling pipe flow by several investigators (Senoo et al., 
1975 and Algiferi et al., 1987). It is defined by 

(1) uw?dr/R u2rdr 
o •'o 
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where u and w are axial and tangential velocity, respectively, 
R is pipe radius. Swirl number S is the ratio of the angular 
momentum flux to the product of the pipe radius and the axial 
momentum flux. We also use S to express the swirl intensity. 
In the following, the results are shown when S at xx section 
ranged from 0.58 to 1.12. 

Figure 1 shows the result of dimensionless axial and tan­
gential velocity profiles, which are referred to the average 
discharge velocity and pipe radius, for different axial locations 
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Fig. 1(b) Dimensioniess tangential velocity profiles (Uncertainty in 
w= ±2.2 percent in average) 

with S as a parameter for different Reynolds numbers. It is 
clear that the dimensioniess velocity profiles are almost in­
dependent of Reynolds number, but also independent of the 
measurement location (e.g., for S = 0.67 in Fig. 1), and then 
the profiles are a function of local swirl number alone in our 
measurements. 

4 Axial Decay of Swirl Number 
An equation for the axial decay of swirl was obtained by 

Senoo et al. (1972) but underestimates the decay for the long 
pipe. So far, there is not a useful formula of axial decay of 
swirl number for a hydraulically smooth pipe of long length. 
We define inlet swirl number S0 which is obtained by extrap­
olating experimental relationship between S and x to the origin 
of x. In Fig. 2, S/S0 is plotted against x* =x/D, the solid line 
being our experimental correlation of 

Log (S/S0) = - 0.01605A:*0-8 (2) 

Data from Senoo et al. (1972) for L* = 60 and Algifri et al. 
(1987) for L* = 100 are also included in the figure. The max­
imum deviation of measurements from our correlation (2) is 
about 20 percent. 

5 Pressure Distributions 
It is well-known in a swirling pipe flow that the radial dis­

tribution of pressure is different in the downstream direction 

0 50 150 200 100 
x/D 

Fig. 2 Variation of swirl number along the axial direction (Uncertainty 
in S= ±9.47 percent in average) 
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Fig. 3 Relationship between dimensioniess mean kinetic energy and 

swirl number (Uncertainty in P'd = ±0.95 percent in average) 

with the decay of swirl. Such pressure profiles give important 
information not only about the decay of swirl but also about 
the energy loss of swirling flow. We examine the average dy­
namic, static, total pressures and the wall pressure as a function 
of local swirl number, where we will assume that those consist 
of independent contribution from the nonswirling flow and 
that from the swirling flow. 

First, we define a di-5.1 Average Dynamic Pressure. 
mensionless dynamic pressure as 

Pd=u2 + w2 (3) 
—* 

and assume that the discharge average dynamic pressure Pd 

consists of 

P*d=Ia + Is = 2\ u*Vdr 
Jo 

'I' + 2 ((« 2+w 2)u }r dr (4) 

where Pd is defined as Pd/(pu2
n/2), u* and w* are defined as 

u/um and w/um respectively, /„ is for the nonswirling flow, Is 

is for the swirling flow and ua is the axial local velocity of 
nonswirling flow of equal discharge velocity. In Fig. 3 Pd is 
plotted against local swirl number S. The measurements show 
that the dimensioniess average dynamic pressure depends on 
the local swirl number alone and is a monotonous function of 
it. Within the experimental accuracy Pd is found to be inde­
pendent of Re, x and inlet swirl_number S0. We obtain the 
following empirical formula for Pd as a function of S 

1.0522-0.4229S+3.4121S2 (5) 

where Ia is 1.0522. The solid line in Fig. 3 shows this relation. 
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Fig. 5 Relationship between dimensionless mean total pressure drop 
and swirl number (Uncertainty in P* = ±2.9 percent in average) 

The average deviation of measurements from this correlation 
is 1.3 percent. 

5.2 Average^Static Pressure. The dimensionless average 
static pressure P is calculated by the same way as Pd, where 
P is the gauge pressure. We assume that the static pressure at 
L* — x* from the pipe exit consists of the pressure drop due 
to nonswirling flow of equal discharge velocity and that due 
to the swirling flow. When the pipeline is a straight pipe of 
constant cross section, P is put 

—* * —* 
P =P„+PS ,„ 

= Xa(L -x )+Ps 

where Xa the pipe friction coefficient for the nonswirling flow 
and Ps the additional contribution due to the swirling flow. 
We show Ps against the local swirl number in Fig. 4, which 
indicates Ps is also a monotonous function of S. We get the 
following empirical formula for P 

P* = \a(L*-x*)+0.2905S + 2.9572S2 (7) 
The average deviation of measurements from this correlation 
is 3.1 percent. 

5.3 Average Total Pressure. Since wall pressure drop 
along the pipe does not always correspond to the total energy 
loss in the swirling flow, the total pressure distribution along 
the pipe becomes important, and we examine the energy loss 
by using the average total pressure P,. From Eqs. (4) and (6), 
we have 

—* —* —* 
P, =P +Pd 

and from Eqs. (5) and (7) 
P,* = X Q (L*- / ) + 1.0522-0.1324S + 6.3693S2 (8) 

The above correlation and the measurements are compared in 
Fig. 5 by/, + /„. 

5.4 Wall Static Pressure. As above-mentioned, the wall 
static pressure Pw itself is no more than a representative quan­
tity neither of overall static pressure drop nor of total pressure 
loss. However, it must have useful information to clarify the 
decay process of the swirling flow. We also assume that Pw 
consists of two parts, the one being the nonswirling flow and 
the other the swirling flow, and we put it as, 

= \(L*-x*)+W5 
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Fig. 6 Relationship between dimensionless wall static pressure drop 

and swirl number (Uncertainty in P*„= ±3.2 percent in average) 

Thus Ws is considered to be additional wall pressure due to 
the swirling flow. In Fig. 6, Ws is plotted as a function of local 
swirl number S. It is found that Ws depends on the local swirl 
number alone and that it is also a monotonous function of S. 
We get the following empirical equation for Ws as 

Ws = Pl-\a(L*-x*) 

= 0.7543S + 4.1633S2 (10) 

(9) 

The average deviation of measurements from the above cor­
relation is 3.3 percent. In Fig. 6 the measurements by Senoo 
et al. (1972) for L =60 are plotted. The agreement is satis­
factory. 

6 Prediction of Decay Process by Wall Static Pressure 
The above results indicate that the characteristics of swirling 

flow are a function of swirl number S, Re, and L* in a hy-
draulically smooth pipe. By the correlations obtained in this 
study, the decay of swirl number, the distributions of the 
average dynamic, static and total pressure along the pipe can 
be easily computed as follows: 

(1) For given discharge velocity w,„, pipe length L and pipe 
diameter D, if the wall static pressure P„ at x* is measured, 
the swirl number at x* is obtained by Eq. (10) or by using Fig. 
6. 

(2) Substituting these S and x* for Eq. (2) or using Fig. 2, 
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the inlet swirl number S0 is obtained. Therefore, the swirl 
number at any section x* is inferred by Eq. (2) or by using 
Fig. 2. 

(3) The average dynamic, static, total pressure and wall static 
pressure at any axial section x* can be determined by Eqs. (5), 
(7), and (8). 

7 Conclusion 
From the experimental study of swirling flow in a pipe it is 

found that the characteristics of swirling flow is a function of 
local swirl number, Reynolds number and pipe length-to-di­
ameter ratio. These experimental results have been used to 
establish empirical relationships which express the swirl num­
ber as a function of distance-to-diameter ratio and those which 
express the wall static, average dynamic, static and total pres­
sures as a function of local swirl number, Reynolds number 
and pipe length-to-diameter ratio. These experimental results 
and empirical relationships are in good agreement with meas­
urements of other researchers. By using these empirical rela­
tionships, the characteristics of swirling flow in a pipe can be 
successfully computed by giving the discharge velocity and a 
wall static pressure at any axial position alone. 
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The mean flow in a pipe with turbulent separated flow due to 
an orifice plate is experimentally studied. Measurements of 
time-mean length of separation and reattachment regions, made 
using a surface fence gauge are presented for a range of orifice 
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sizes. In a limited range of Reynolds number (based on orifice 
radial height) 3 x 104 to 7.3 x 104 studied, reattachment point 
location decreased from 12 to 9 step heights. The lengths of 
separation and reattachment regions are a function of orifice 
size and the Reynolds number based on the radial height of 
the orifice plate. 
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Introduction 

Most of the studies of the reattaching shear layer are con­
fined to two-dimensional flows, such as steps and sudden ex­
pansions; good reviews of the available data have been 
presented by Bradshaw and Wong (1972), Eaton and Johnston 
(1981) and Morrison et al. (1988). Previous experimental de­
terminations of the reattachment length for an orifice plate in 
a circular pipe have generally been made indirectly, by iden­
tifying reattachment with the position of maximum heat trans­
fer rate in a heated pipe or with that of maximum turbulent 
axial velocity fluctuation. The reattachment length is the most 
important streamwise parameter on which to scale streamwise 
skin friction, downstream-upstream intermittency, static pres­
sure recovery, and root-mean-square surface pressure fluctua­
tions. 

In this paper, results for the mean locations of flow sepa­
ration and reattachment, in a fully developed turbulent pipe 
flow separated due to an orifice flow, are presented. 

Pipe Flow Facility 
The pipe flow facility is made up from smooth cold-drawn 

interchangeable sections of steel tubing with internal diameter 
of 72.54 mm. The downstream end of the pipe was connected 
to a vibration isolator, a sonic choke, and a remotely controlled 
quick acting valve to two large vacuum tanks. When the re­
motely controlled valve is opened, air enters from the atmos­
phere through the piping system to the vacuum tanks. Mass 
flow rate and the flow velocity in the pipe system are deter­
mined by the combination of the throat area of the sonic choke 
and the size of the orifice plate. Ten interchangeable sonic 
choke inserts with Dc in the range 0.39 to 0.86 and four orifice 
plates conforming to ASME and British Standards (refer to 
ASME MFC-3M, 1985 and British Standard 1042 Part I) with 
13 in the range 0.62 to 0.83, were used. For all orifice plate/ 
choke combinations used in these experiments, a fully devel­
oped turbulent velocity profile was established upstream of 
the orifice plate. More details of the pipe flow facility are 
contained in Agarwal (1994). 
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the inlet swirl number S0 is obtained. Therefore, the swirl 
number at any section x* is inferred by Eq. (2) or by using 
Fig. 2. 

(3) The average dynamic, static, total pressure and wall static 
pressure at any axial section x* can be determined by Eqs. (5), 
(7), and (8). 

7 Conclusion 
From the experimental study of swirling flow in a pipe it is 

found that the characteristics of swirling flow is a function of 
local swirl number, Reynolds number and pipe length-to-di­
ameter ratio. These experimental results have been used to 
establish empirical relationships which express the swirl num­
ber as a function of distance-to-diameter ratio and those which 
express the wall static, average dynamic, static and total pres­
sures as a function of local swirl number, Reynolds number 
and pipe length-to-diameter ratio. These experimental results 
and empirical relationships are in good agreement with meas­
urements of other researchers. By using these empirical rela­
tionships, the characteristics of swirling flow in a pipe can be 
successfully computed by giving the discharge velocity and a 
wall static pressure at any axial position alone. 
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The mean flow in a pipe with turbulent separated flow due to 
an orifice plate is experimentally studied. Measurements of 
time-mean length of separation and reattachment regions, made 
using a surface fence gauge are presented for a range of orifice 
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sizes. In a limited range of Reynolds number (based on orifice 
radial height) 3 x 104 to 7.3 x 104 studied, reattachment point 
location decreased from 12 to 9 step heights. The lengths of 
separation and reattachment regions are a function of orifice 
size and the Reynolds number based on the radial height of 
the orifice plate. 
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Introduction 

Most of the studies of the reattaching shear layer are con­
fined to two-dimensional flows, such as steps and sudden ex­
pansions; good reviews of the available data have been 
presented by Bradshaw and Wong (1972), Eaton and Johnston 
(1981) and Morrison et al. (1988). Previous experimental de­
terminations of the reattachment length for an orifice plate in 
a circular pipe have generally been made indirectly, by iden­
tifying reattachment with the position of maximum heat trans­
fer rate in a heated pipe or with that of maximum turbulent 
axial velocity fluctuation. The reattachment length is the most 
important streamwise parameter on which to scale streamwise 
skin friction, downstream-upstream intermittency, static pres­
sure recovery, and root-mean-square surface pressure fluctua­
tions. 

In this paper, results for the mean locations of flow sepa­
ration and reattachment, in a fully developed turbulent pipe 
flow separated due to an orifice flow, are presented. 

Pipe Flow Facility 
The pipe flow facility is made up from smooth cold-drawn 

interchangeable sections of steel tubing with internal diameter 
of 72.54 mm. The downstream end of the pipe was connected 
to a vibration isolator, a sonic choke, and a remotely controlled 
quick acting valve to two large vacuum tanks. When the re­
motely controlled valve is opened, air enters from the atmos­
phere through the piping system to the vacuum tanks. Mass 
flow rate and the flow velocity in the pipe system are deter­
mined by the combination of the throat area of the sonic choke 
and the size of the orifice plate. Ten interchangeable sonic 
choke inserts with Dc in the range 0.39 to 0.86 and four orifice 
plates conforming to ASME and British Standards (refer to 
ASME MFC-3M, 1985 and British Standard 1042 Part I) with 
13 in the range 0.62 to 0.83, were used. For all orifice plate/ 
choke combinations used in these experiments, a fully devel­
oped turbulent velocity profile was established upstream of 
the orifice plate. More details of the pipe flow facility are 
contained in Agarwal (1994). 
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Instrumentation 
Mean positions of separation and reattachment points, where 

the wall shear stress TW is zero, (this location is also where yP, 
the fraction of time that the flow moves downstream is 1/2) 
were determined by means of a surface fence gauge of the type 
described first by Konstantinov and Dragnysh (1955) and later 
by Vagt and Fernholz (1973). Basically, the "fence" consists 
of a rectangular projection of very small height positioned 
normal to the wall and to the flow direction. The differential 
pressure (AP), being the difference between the front and rear 
of the projection is related to the wail shear stress TW, which 
changes sign depending on the direction of local flow. 

The results of Konstantinov and Dragnysh indicate that for 
very small projection heights (h+ <3) AP and TW are linearly 
related for a fixed value of hu i.e., 

AP = KTW, (1) 
but with K being dependent on the fence height. Later work 
(see Winter, 1977) suggests that more generally 

(AP/r(v) =/(*+). (2) 
In the present investigation a 3 mm wide and 0.1 mm thick 

section of a razor blade was used as the fence. The top surface 
of the gauge body and the fence were carefully machined to 
match the pipe profile. A series of tests with different fence 
heights in the range 0.05 mm <hx <0.5 mm showed that the 
location of the point at which rw = 0 (i.e., AP = 0), as indicated 
by the gauge, was insensitive to the fence height. Therefore, 
a value of 0.1 mm, corresponding to 10s/?+ <30 over the 
range of the experimental flow speeds was used. Geometrical 
symmetry of the gauge was checked by repeating measurements 
with the gauge rotated through 180 deg. 

A three-wire probe and the electronic circuit similar to the 
one described by Eaton et al. (1979) were used. The probe 
consisted of three parallel wires, a central heated velocity-
sensing wire, and two temperature-sensing wires. 

Experimental Uncertainty 
The uncertainties in the mean velocity and the surface fence 

gauge measurements are mainly due to the uncertainties in the 
pressure measurements. The method of Kline and McClintock 
(1953) was used to estimate the uncertainty for the measure­
ments, and are given below: 

Mean axial velocity ±2.5 percent 
Fence gauge pressure differential ± 3 percent 
xR/h, xS\/h, and xS2/h±0.045 

Results 
The mean flow in the piping system in the presence of an 
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Fig. 2 Surface fence gage measurements, /3 = 0.76 

orifice plate can be usefully divided into the five characteristic 
zones and has the general character as shown in Fig. 1. 

Locations of mean separation and reattachment points were 
obtained by a fence gauge. Reattachment length in a few cases 
was also measured using a three-wire probe and the results 
obtained by these two gauges show good agreement. Typical 
variation of the pressure differential, AP, indicated by a fence 
gauge, through the separated-flow region and slightly beyond 
for an orifice plate with /3 = 0.76 with three different flow rates 
(corresponding to the chokes DC = 0.5S, 0.72, 0.86) is shown 
in Fig. 2. The zero-crossings of the curves of AP against X 
gives the positions of points of zero mean wall shear stress: 
thus the mean position of the primary separation can be iden­
tified as XSi= -0.08, that of reattachment XR in the range 
1.3-1.4, and that of secondary separation as ^ 2 = 0.20. 

Figures 3 («-£>) show the XR, Xsl and XS2 results, from Fig. 
2 and similar plots for other orifice plates. All three points 
move toward the orifice plate as (3 increases (i.e., as the radial 
height of the obstruction decreases). The effect of increasing 
flow rate (i.e., increasing Dc) is also to move the location of 
these points towards the orifice plate; the effect is very small 
on ^S1 but somewhat greater on XS2 and largest on XR, and 
increases as /3 is reduced. Lines of constant XR/h are also shown 
on Fig. 3(a). These indicate that the reattachment length ex­
pressed in terms of h is less strongly dependent on /3 than is 
XR. 

Figure 3(b) shows that when the same measured distances 
of separation and reattachment points from the orifice plate 
are expressed in terms of the radial height h of the obstruction 
caused by the orifice plate, they show a considerably weaker 
dependence on /3. The position of primary separation xsi/h, 
appears to be independent of /3, while xS2 and xR/h increase 
gradually with increasing /3. 
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a backward-facing step in two-dimensional flow. From the 
data surveyed by Eaton and Johnston (1981) the latter ranges 
from 5 to 8.2. 

Very little experimental information is available on either 
XSi or XS2- Adams et al. (1984) used a pulsed wire probe in 
their two dimensional flow downstream of a backward-facing 
step, with a Reynolds number, Reh, of 36000 and measured 
the separation of the reversed flow at x/xR = 0A. Morrison et 
al. (1988) in an axisymmetric sudden expansion, measured the 
length of secondary recirculation zone as 0.8 step height (i.e., 
xS2/xR = 0A3). Data compiled by Morrison et al. for the flow 
through a sudden expansion show that the length of secondary 
recirculation region appears to be extending up to 1.5 step 
height. The length of secondary recirculation zone measured 
here varies between 1 to 1.9 step height (i.e., xs2/xRS:0.1 -0.13) 
for a Reynolds number (Reh) range of 30,000 to 73,000. 

On the assumption that compressibility effects are insignif­
icant, and for a given orifice geometry (sharpness of edges, 
etc.), dimensional analysis would indicate that 

or 

XSi, XS2, XR = function (/3, Re) 

xsl/h, xs2/h, xR/h = function (/3, Re) 

(3) 

(4) 

where Re is a Reynolds number. A fairly good collapse of the 
data can be obtained if h is used as the length scale and the 
values plotted as a function of the Reynolds number Reh, as 
shown in Fig. 4. Thus Fig. 4 suggests that over the admittedly 
rather small, Reynolds number range of the present experi­
ments, Eq. (4) reduces to 

xS\/h, xS2/h, xR/h = function (Reh) (5) 
Dyban and Epik (1970) attempted to correlate reattachment 

length data, which cover orifice sizes 0.25 </3<0.88 and a 
Reynolds number range of 103 < Reh < 4.0 x 104. The data show 
no systematic variation with Reynolds number and consider­
able scatter, values of xR/h as low as 5 and as high as 18 being 
observed. Dyban and Epik give a mean line for the variation 
of XR with J3, which is shown in Figs. 3(a~b); it is equivalent 
to xR/h= 10.6. This is close to xR/h = 10, results of Back and 
Roschke (1972) in the flow through a sudden expansion (di­
ameter ratio 0.39) in a circular pipe. Their results are for the 
flow with a thin boundary layer upstream of separation at Reh 
of the order of 3x 103. These results can be compared with 
the xR/h values in the present case in the range 9.2 to 11.6, 
for just slightly higher Reynolds numbers. 

The reattachment length for orifices in circular pipes ex­
pressed as xR/h seems to be rather higher than the correspond­
ing value for separation of a turbulent boundary layer from 

Conclusions 
The mean positions of reattachment and separation points, 

expressed in terms of pipe diameters as XR, XSI, and XS2 or 
in terms of the radial height of the orifice as xR/h, xsx/h and 
xS2/h are functions of orifice size (3 and the Reynolds number, 
Re. Over the small Reynolds number range studied, xR/h, xS\/ 
h, and xS2/h appear to be functions of Reynolds number, Reh 
based on the radial height of the orifice h. The reattachment 
length decreases from about \2h to about 9h as Reh increases 
from 3x l0 4 t o7x l0 4 . 

The results obtained for separation and reattachment lo­
cations are broadly consistent with previously published work 
and appear to represent a more direct and systematic set of 
measurements than previously obtained for orifice plates in 
circular pipes. 
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Mean Pressure Distribution and Drag 
Coefficient of Wire-Wrapped 
Cylinders 

E. E. Yang,1 H. R. Rahai,1 and A. Nakayama2 

Nomenclature 
D = cylinder diameter, cm 
d = wire diameter, cm 
p = pitch spacing, cm 

Cp = pressure coefficient, AP/(l/2)pUl, 
CPb = base pressure coefficient 
CPm = minimum pressure coefficient 
CD = drag coefficient 
[/<*, = free stream velocity, m/s 

Re0 = Reynolds number, pUaD/u 
p = density, Kg/m3 

v = kinematic viscosity, m2/s 
6 = circumferential angle, deg 

1 Introduction 
Flow past cylinders has been the subject of many investi­

gations because of their importance in practical applications. 
The unique feature of flow past a cylinder is its separation 
from the surface at high Reynolds number, which results in a 
pressure drag quite distinct from viscous drag and is accounted 
for most of the total drag of the cylinder. 

Destroying the symmetry of flow around a cylinder by ap­
plying roughness elements or axial or helical fins results in 
reduced structural oscillations and stress and the early tran­
sition of laminar boundary layer to turbulent results in smaller 
drag coefficient. There have been numerous studies on drag 
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and shedding frequency of circular cylinders with either smooth, 
rough, or longitudinally ribbed surfaces in air at different 
Reynolds numbers. Examples are the studies of Achenbach 
(1968, 1971), Achenbach and Heinecke (1981), Guven et al. 
(1980), Walsh and Weinstein (1979), Walsh (1980) and Ko et. 
al. (1987). However, there have been very limited studies on 
wire-wrapped cylinders and that only at low Reynolds number. 
The experimental studies by Nassif et al. (1989) on flow over 
wire-wrapped cylinders below the sub-critical Reynolds num­
ber regime show that when the wire diameter is much less than 
the estimated size of the boundary layer thickness, there is no 
change in the drag coefficient as compared with the corre­
sponding results for the smooth cylinder. However, when the 
wire diameter is much larger than the estimated boundary layer 
thickness, drag coefficient becomes higher than the corre­
sponding value for the smooth cylinder. 

Hsueh et al. (1991) performed measurements of turbulent 
wake of wire-wrapped cylinders with wire to cylinder diameter 
of 0.04 and pitch to cylinder diameter of 0.25, 0.5, and 1.0. 
The experiments are performed at Reynolds number based on 
the smooth cylinder diameter of 9000. Their results show that 
near the cylinder, the presence of wire causes increase in the 
maximum mean defect velocity as compared with the corre­
sponding value for the smooth cylinder. However, the differ­
ences decrease and become negligible with increase in the 
downstream direction. Their results also show that the con­
tribution of the longitudinal turbulent velocity to the momen­
tum thicknesses are significant and should not be ignored. They 
did not investigate the effects of wire-wrapping on flow char­
acteristics near the cylinder. 

The objective of the present experiments is to study the 
effects of wire-wrapping on the drag coefficient of circular 
cylinders. 

2 Arrangement and Techniques 

The present study is divided into two parts. In the first part 
three smooth stainless steel cylinders of 2.54 cm diameter, D, 
each wrapped at different pitch, p, with stainless steel wire of 
0.254 mm diameter, d, along with a smooth stainless steel 
cylinder of the same diameter are used. The various pitch (the 
spacing between adjacent loops) to cylinder diameter, p/D, 
for the wire wrapped cylinders were 0.25, 0.5, 1.0, and 2.0. 
In part two, the smooth cylinders are wrapped with wires of 
0.254, 0.504, and 0.813 mm diameters where the ratio of wire 
diameter to the cylinder diameter d/D, are 0.01,0.02 and 0.032, 
respectively. However, p/D are held constant at 1.0. The wires 
are wrapped tightly around the cylinders without any gap be­
tween the wires and the cylinders and the end are glued to 
cylinders ends. The entire length of the cylinders within the 
wind tunnel are wire-wrapped. 

The blockage and aspect ratio are respectively 16.6 percent 
and 15. Drag coefficients are corrected for the blockage effect 
using the formula given by Allen and Vincenti (1944). 

The experiments were carried our in the open-circuit blower 
tunnel of the Mechanical Engineering Department at Califor­
nia State University, Long Beach which has a cross-sectional 
area of 35 x 15 cm and is 91 cm long. In the range of 3 to 30 
m/s, the mean velocity varies by less than 0.5 percent over the 
central portion of the test section and at all speeds the free 
stream turbulence intensity is less than 0.5 percent. 

The smooth cylinder has one pressure tap of 1 mm diameter, 
placed at its mid point, while the wire-wrapped cylinders have 
three pressure taps of the same diameter, placed within the 
loop in the mid-section of the cylinder. The spacing between 
these pressure taps is approximately 3 mm for cylinders with 
p/D = 0.5 and 1.0 and approximately 1.5 mm for cylinder with 
p/D = 0.25. 

Plastic tubing with outside diameter of 1 mm and inside 
diameter of 0.5 mm are inserted into the hole from inside of 
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Mean Pressure Distribution and Drag 
Coefficient of Wire-Wrapped 
Cylinders 

E. E. Yang,1 H. R. Rahai,1 and A. Nakayama2 

Nomenclature 
D = cylinder diameter, cm 
d = wire diameter, cm 
p = pitch spacing, cm 

Cp = pressure coefficient, AP/(l/2)pUl, 
CPb = base pressure coefficient 
CPm = minimum pressure coefficient 
CD = drag coefficient 
[/<*, = free stream velocity, m/s 

Re0 = Reynolds number, pUaD/u 
p = density, Kg/m3 

v = kinematic viscosity, m2/s 
6 = circumferential angle, deg 

1 Introduction 
Flow past cylinders has been the subject of many investi­

gations because of their importance in practical applications. 
The unique feature of flow past a cylinder is its separation 
from the surface at high Reynolds number, which results in a 
pressure drag quite distinct from viscous drag and is accounted 
for most of the total drag of the cylinder. 

Destroying the symmetry of flow around a cylinder by ap­
plying roughness elements or axial or helical fins results in 
reduced structural oscillations and stress and the early tran­
sition of laminar boundary layer to turbulent results in smaller 
drag coefficient. There have been numerous studies on drag 
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and shedding frequency of circular cylinders with either smooth, 
rough, or longitudinally ribbed surfaces in air at different 
Reynolds numbers. Examples are the studies of Achenbach 
(1968, 1971), Achenbach and Heinecke (1981), Guven et al. 
(1980), Walsh and Weinstein (1979), Walsh (1980) and Ko et. 
al. (1987). However, there have been very limited studies on 
wire-wrapped cylinders and that only at low Reynolds number. 
The experimental studies by Nassif et al. (1989) on flow over 
wire-wrapped cylinders below the sub-critical Reynolds num­
ber regime show that when the wire diameter is much less than 
the estimated size of the boundary layer thickness, there is no 
change in the drag coefficient as compared with the corre­
sponding results for the smooth cylinder. However, when the 
wire diameter is much larger than the estimated boundary layer 
thickness, drag coefficient becomes higher than the corre­
sponding value for the smooth cylinder. 

Hsueh et al. (1991) performed measurements of turbulent 
wake of wire-wrapped cylinders with wire to cylinder diameter 
of 0.04 and pitch to cylinder diameter of 0.25, 0.5, and 1.0. 
The experiments are performed at Reynolds number based on 
the smooth cylinder diameter of 9000. Their results show that 
near the cylinder, the presence of wire causes increase in the 
maximum mean defect velocity as compared with the corre­
sponding value for the smooth cylinder. However, the differ­
ences decrease and become negligible with increase in the 
downstream direction. Their results also show that the con­
tribution of the longitudinal turbulent velocity to the momen­
tum thicknesses are significant and should not be ignored. They 
did not investigate the effects of wire-wrapping on flow char­
acteristics near the cylinder. 

The objective of the present experiments is to study the 
effects of wire-wrapping on the drag coefficient of circular 
cylinders. 

2 Arrangement and Techniques 

The present study is divided into two parts. In the first part 
three smooth stainless steel cylinders of 2.54 cm diameter, D, 
each wrapped at different pitch, p, with stainless steel wire of 
0.254 mm diameter, d, along with a smooth stainless steel 
cylinder of the same diameter are used. The various pitch (the 
spacing between adjacent loops) to cylinder diameter, p/D, 
for the wire wrapped cylinders were 0.25, 0.5, 1.0, and 2.0. 
In part two, the smooth cylinders are wrapped with wires of 
0.254, 0.504, and 0.813 mm diameters where the ratio of wire 
diameter to the cylinder diameter d/D, are 0.01,0.02 and 0.032, 
respectively. However, p/D are held constant at 1.0. The wires 
are wrapped tightly around the cylinders without any gap be­
tween the wires and the cylinders and the end are glued to 
cylinders ends. The entire length of the cylinders within the 
wind tunnel are wire-wrapped. 

The blockage and aspect ratio are respectively 16.6 percent 
and 15. Drag coefficients are corrected for the blockage effect 
using the formula given by Allen and Vincenti (1944). 

The experiments were carried our in the open-circuit blower 
tunnel of the Mechanical Engineering Department at Califor­
nia State University, Long Beach which has a cross-sectional 
area of 35 x 15 cm and is 91 cm long. In the range of 3 to 30 
m/s, the mean velocity varies by less than 0.5 percent over the 
central portion of the test section and at all speeds the free 
stream turbulence intensity is less than 0.5 percent. 

The smooth cylinder has one pressure tap of 1 mm diameter, 
placed at its mid point, while the wire-wrapped cylinders have 
three pressure taps of the same diameter, placed within the 
loop in the mid-section of the cylinder. The spacing between 
these pressure taps is approximately 3 mm for cylinders with 
p/D = 0.5 and 1.0 and approximately 1.5 mm for cylinder with 
p/D = 0.25. 

Plastic tubing with outside diameter of 1 mm and inside 
diameter of 0.5 mm are inserted into the hole from inside of 
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Fig. 1 Variation of the (a) base pressure coefficient, (b) minimum pres­
sure coefficient, (c) pressure recovery, and (d) drag coefficient. Uncer­
tainties in Cp= ±0.05 and in CD= ±0.02. 

the cylinders. The error in pressure measurements due to pos­
sible misalignment is less than 1 percent. 

The experiments are carried out at seven different speeds 
from a minimum of 20 m/s to the maximum of 33 m/s which 
corresponds to the range of Reynolds numbers based on the 
smooth cylinder diameter of approximately 3.3 XlO4 to 
5.3 x 104. The estimated laminar boundary layer thicknesses 

for these Reynolds numbers, at 80 degrees from the front 
stagnation point are between 0.5 to 0.4 mm. 

A Setra System pressure transducer model 339-1 is used for 
obtaining the pressure differential. At each position, 5000 sam­
ples of data are digitized and analyzed by using a 12 bit Metra 
Byte DAS-20 analog to digital converter connected to a 80386-
based micro computer. 

Mean pressure distribution is obtained by rotating the cyl­
inders along their axes at 15 degrees interval and the drag force 
is obtained by integrating the pressure distribution along the 
whole cylinder in the plane perpendicular to the cylinder axis. 

3 Results and Discussions 

3.1 Part One, Variation of P/D. The pressure distribu­
tions are obtained from the center pressure tap. Initial meas­
urements from all three holes showed existence of three 
dimensional boundary layer, especially near the wire. How­
ever, there were no change in the location of inflection point 
(boundary layer separation). Thus measurements are carried 
out using the center pressure tap only. 

Figures \(a-d) show variations of the base pressure coeffi­
cients, minimum pressure coefficients, pressure recovery, and 
drag coefficients for all cylinders. The base pressure coefficient 
for all wire wrapped cylinders are less than the corresponding 
values for the smooth cylinder up to Rec = 4.5 x 104. However, 
for higher Reynolds numbers, the base pressure coefficients 
of cylinders with p/D = 0.25 and 0.5 are nearly the same as 
the corresponding value for the smooth cylinder and for the 
cylinder with p/D- 1.0, it increases and becomes higher than 
the corresponding value for the smooth cylinder. 

For cylinders withp/Z) = 0.25 and 0.5, the minimum pressure 
coefficient and pressure recovery are nearly the same as the 
corresponding value for the smooth cylinder. However, for/)/ 
D= 1.0, starting at ReD = 4.5 x 104, the minimum pressure coef­
ficient and pressure recovery increase with increasing Reynolds 
number. 

Results of Guven et. al. (1980) show that the pressure re­
covery is associated with the characteristics of the boundary 
layer. Our results indicate that whenp/D= 1.0 and d/D = 0.01, 
the boundary layer becomes turbulent at Reynolds number of 
4.0 x 104 which results in smaller momentum deficit and higher 
pressure recovery. 

Cylinders with p/D = 0.25 and 0.5 have higher drag coef­
ficients than the corresponding values for the smooth cylinder. 
However, when p/D = 1.0, the drag coefficient is initially higher 
than the corresponding value for the smooth cylinder and then 
it decreases to values less than the corresponding value for the 
smooth cylinder. The decrease in the drag coefficient corre­
sponds to the increase in the pressure recovery which is con­
sistent with transition of the boundary layer from laminar to 
turbulent state. 

3.2 Part Two, Variation of d/D. Figures 2(a-d) show 
variations of the base pressure coefficient, minimum pressure 
coefficient, pressure recovery, and the drag coefficient when 
wire diameter is kept constant. Due to the space limitations, 
all the figures showing the variation of the mean pressure 
coefficients of these cylinders at different Reynolds numbers 
are excluded. 
• Results show that the base pressure coefficients for all wire-

wrapped cylinders are initially lower than the corresponding 
value for the smooth cylinder up to the Reynolds number of 
4.2 x 104. At this Reynolds number, the base pressure coeffi­
cient starts to increase and becomes higher than the Corre­
sponding value for the smooth cylinder at higher Reynolds 
numbers. The increase in the base pressure coefficient is higher 
for cylinder that has larger wire diameter. 

The minimum pressure coefficients of wire-wrapped cylin­
ders are initially less than the corresponding value for the 
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The pressure recovery of wire-wrapped cylinders show an 
increase for Reynolds number higher than 3.9x 104 with the 
highest pressure recovery for the cylinder with d/D = 0.032. 
The increase in the pressure recovery corresponds to the de­
crease in the drag coefficient. The drag coefficients of wire-
wrapped cylinders are initially higher than the corresponding 
value for the smooth cylinder. However, as the Reynolds num­
ber increases, the drag coefficients begin to decrease and the 
Reynolds number where the drag coefficient starts to decrease 
is decreased with increasing wire diameter. At the highest Reyn­
olds number, the drag coefficients of all wire-wrapped cylin­
ders are slightly less than the corresponding value for the smooth 
cylinder. 
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A Note on Irrotational Curvilinear 
Flow Past a Weir 

Amruthur S. Ramamurthy,1 Ngoc-Diep Vo,2 

and R. Balachandar3 

Fig. 2(d) 

Fig. 2 Variations of the (a) base pressure coefficient, (b) minimum pres­
sure coefficient, (c) pressure recovery, and (d) drag coefficient. Uncer­
tainties are the same as Fig. 1. 

smooth cylinder up to the Reynolds number of 3.9 x 104. How­
ever, as the Reynolds number increases, the minimum pressure 
coefficient increases for wire-wrapped cylinders with d/D = 0.01 
and 0.02 and decreases when d/D = 0.032. 

Curvilinear flows are commonly encountered in hydraulic en­
gineering practice. Detailed velocity surveys of the curvilinear 
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The pressure recovery of wire-wrapped cylinders show an 
increase for Reynolds number higher than 3.9x 104 with the 
highest pressure recovery for the cylinder with d/D = 0.032. 
The increase in the pressure recovery corresponds to the de­
crease in the drag coefficient. The drag coefficients of wire-
wrapped cylinders are initially higher than the corresponding 
value for the smooth cylinder. However, as the Reynolds num­
ber increases, the drag coefficients begin to decrease and the 
Reynolds number where the drag coefficient starts to decrease 
is decreased with increasing wire diameter. At the highest Reyn­
olds number, the drag coefficients of all wire-wrapped cylin­
ders are slightly less than the corresponding value for the smooth 
cylinder. 
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A Note on Irrotational Curvilinear 
Flow Past a Weir 
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Fig. 2 Variations of the (a) base pressure coefficient, (b) minimum pres­
sure coefficient, (c) pressure recovery, and (d) drag coefficient. Uncer­
tainties are the same as Fig. 1. 

smooth cylinder up to the Reynolds number of 3.9 x 104. How­
ever, as the Reynolds number increases, the minimum pressure 
coefficient increases for wire-wrapped cylinders with d/D = 0.01 
and 0.02 and decreases when d/D = 0.032. 

Curvilinear flows are commonly encountered in hydraulic en­
gineering practice. Detailed velocity surveys of the curvilinear 
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flow field over a circular-crested two dimensional weir were 
obtained using laser doppler velocimetry (LDV). Using these 
test data, the basic assumptions related to the streamline ge­
ometry and irrotational of flow over weirs made in all existing 
theoretical weir models are verified. The test data yielded the 
pattern, slope and curvature of the streamlines. Water surface 
profiles were also obtained to determine the depth of flow over 
the crest and the radius of curvature of the surface streamline 
at the crest section. As part of the study, the velocity profile 
of the flow over the weir crest was integrated to obtain the 
weir discharge coefficient. The weir coefficient obtained on 
the basis of this empirical procedure is compared with the weir 
coefficient based on direct discharge measurement. 

Nomenclature 
A* = area, velocity profile 
Cd = coefficient of discharge 
g = acceleration due to gravity 
h = piezometric head, flow depth above crest level 

i/i = upstream total head measured above the crest level, 
at section (1) 

Hs = total head at edge of the boundary layer, at section 
(2) 

Hs = total head at the free surface, at section (2) 
p = weir height 
P = pressure 
q = discharge per unit width 
r = radial distance, radius of curvature 

R = radius of crest circular weir 
u = horizontal velocity component 
U = reference velocity (U=\/2gHi) 
v = vertical velocity component (v = u tan tj>) 
V = tangential velocity, resultant velocity 
x = .^-direction; horizontal distance 
y = y-direction, vertical distance, depth from bed 
y = y=f(x), streamline 
Y = total flow depth 
z = elevation measured above channel bed 
0 = downstream slope angle 
5 = boundary layer thickness 
7 = specific weight of water 
a = upstream slope angle 
4> = inclination angle to horizontal, of streamline 

Subscripts 
1 = approach section 1, index 
2 = downstream section 2, index 

cr = at weir crest 
Dir = direct discharge measurement 

s = free surface 
y = at depth y 

Vel = velocity 
5 = at edge of the boundary layer (y = 8) 

Introduction 
Weirs are used for measurement of discharge and regulation 

of flow. Existing theoretical weir models assume the curvilinear 
weir flow to be irrotational. The simplest form of a circular-
crested weir consists of a crest of radius R set tangentially to 
an upstream face and perpendicular to the direction of flow 
(Fig. 1). Denoting Hi as the total head of the approach flow 
measured above the weir crest, the discharge coefficient Cd 
(Bos, 1978) and the flow per unit length of the weir crest q 
can be related by Eq. (1): 

Journal of Fluids Engineering 

Fig. 1 Curvilinear flow past a weir 

1=C,\^\gH\* (1) 

Here, g = the acceleration due to gravity. Escande and 
Sananes (1959), Jaeger (1956), and Sananes (1957) studied 
circular-crested weirs to relate the minimum pressure on the 
weir surface (P/y)mm with the total head Hu the crest flow 
depth Y2, the crest radius R and a parameter m (Eq. (2)) which 
relates the radius of curvature r of the streamline with R. Thus, 
at points in Fig. 1(a), 

r = R + mY2 (2) 
Bos (1978) has compiled and analyzed existing data to pre­

sent a unified relationship between Cd and H{/R for circular-
crested weirs for which the downstream slope (3 = 45 deg (Fig. 
lb). For flow over circular-crested weirs {H^/R < 1.0), Matthew 
(1963) outlined a simple theory which clearly explains the in­
fluence of surface tension, viscosity and radius of curvature r 
of the streamline on Cd. Using different forms of pitot tubes, 
Rajaratnam and Muralidhar (1971) presented detailed static 
pressure and velocity distributions for the curvilinear flow over 
a sharp-crested weir. A rational procedure to pass the maxi­
mum flood flow with a specified minimum crest pressure for 
standard spillways was proposed by Cassidy (1970). In the 
present study, velocity and pressure data were taken to verify 
the traditional theoretical assumptions related to the various 
characteristics of irrotational curvilinear flow over the weir 
crest. Further, an empirical approach is used to determine Cd 
by integrating the measured nondimensional velocity profiles 
in the region above the weir crest. 

Basic Relations 
The following assumptions are made in the development of 

the flow model: (1) The flow upstream of the weir is steady, 
two-dimensional and sub-critical; (2) Compared to the total 
head H\ measured above the weir crest, the height p of the 
weir is large (p/Hx > 3); (3) Frictional losses along the bound­
aries of the approach channel and along the weir surface are 
negligible; (4) The crest boundary layer thickness 8 (Fig. 1(a)) 
is extremely small (8/Hi « 1); (5) At the crest, in the region 
above the boundary layer 0>6) , the curvilinear flow is irro­
tational and hence the total head is constant. 

Determination of Streamline Curvature Parameter. For 
flow over the weir, defining the coordinate axes through the 
crest C (Fig. 1(a)), the functional representation of the stream­
lines for the flow over the crest can be written as, 

y=f(x) (3) 
For any single streamline passing through a location y above 
the crest, knowing the form of f(x), its radius of curvature r 
and inclination 4> can be found. Thus, 

tan </> =/ ' (*) (4) 

_U + (f'(x))Y2 

fix) (5) 
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Fig. 2 (a) Velocity profiles of flow over weir crest; (b) water surface and 
streamlines over weir crest 
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Fig. 3 (a) Variation of streamline radius r along flow depth V2. Insert: 
variation of streamline inclination <j> along flow depth Y2. (b) Variation of 
A* and C„ with H,/fl. 

cos </> 
(6) 

where,/ ' (x) and / " (x) denote the first and second derivatives 
of f(x), respectively. At the free surface, it is easy to determine 
r directly from the depth profile. To obtain r at the interior 
points, one needs to known/(x) . For two-dimensional flow, 
^ 2 - ^ i = i udy denotes the discharge passing between the 
streamlines with stream function values \p2 and \j/x. Hence, 
determining the velocity distribution (Fig. 2(a)) accurately at 
a few vertical sections in the vicinity of the crest, one can 
determine/(x) (Fig. 2(b)). Subsequently, r and ry (insert, Fig. 
3(a), can be determined easily. 

The assumptions related to the irrotationality of flow and 
the linear variation of ry from the weir crest to the free-surface 
is central to the existing theoretical analysis of curvilinear flow 
over weirs (Jaeger 1956; Sananes 1957; Escande and Sananes 
1959; Matthew 1963; Sarginson 1972). In the present study, 
detailed velocity distribution data was obtained experimentally 
for flow over the weir crest to determine the streamline pattern 
and verify the basic assumptions related to weir flow. 

Determination of the Weir Discharge Coefficient Cd. Tra­
ditionally, Q i s evaluated from direct measurement ofthe total 
discharge and ofthe upstream total head (Eq. (1)). The velocity 
profile data over the weir crest C provides an alternate way 
of determining Cd using Eq. (7) (Fig. 1). Thus, 

' y 2 2 
I udy = q = Cd- gm (7) 

where, u is the horizontal velocity component measured at a 
depth y above the crest (Fig. 1). Using the parameters 
U= \2gH\ and Y2 to normalize u andy, Eq. (7) can be reduced 
to the following form: 

, i 

Y,U Jn U u"(y, 
The above integral represents the area A* 
velocity profile. Hence, 

(8) 

of the dimensionless 

Q 

Y2U~ 

CtfVel — 
3\/3 

(9) 

(10) 

To verify the above empirical model, test data related to two 
different weirs were obtained. 

Experimental Setup and Procedure 
Machined plexiglas weir models were set in a stainless steel 

flume (Fig. 1). The test section was 25.4 cm wide, 180 cm high 
and 250 cm long. The side walls were equipped with transparent 
plexiglas windows to aid flow visualization. Sufficient stilling 
arrangements were provided to obtain a smooth flow without 
large scale turbulence. On the weir face, pressure taps were 
spaced at every 5 cm along the center line. On the weir crest, 
pressure taps were spaced at 5 degree intervals. The pressure 
head was measured on a manometer to the nearest 0.5 mm. 
All flow depths were measured to the nearest 0.3 mm. 

A Laser Doppler Velocimeter (LDV) was used to survey the 
horizontal velocity distribution in the curvilinear flow field 
above the weir crest. The uncertainty in the velocity measure­
ment was typically 0.5 percent and in the maximum velocity, 
it was much less than 1 percent. The maximum error in the 
discharge rate measured by a standard 60° V-notch was 3 
percent. Horizontal velocity distributions along vertical sec­
tions were obtained on the crest C(Fig. 1) at span-wise locations 
12.5 cm, 8.0 cm, 1.5 cm, and 0.5 cm from the sidewall for a 
fixed depth Y2, to confirm the two-dimensionality of the flow. 

Discussion of Results 

Profiles of the horizontal velocity component u were re­
corded at the crest section C (Fig. la), covering the range 
0 .5<H, /R<5 .0 for weir models with an upstream slope of 
a = 90 and 60 deg and a downstream slope /3 = 45 °. 

Geometrical Characteristics of Streamlines. The insert of 
Fig. 2(a) shows the five vertical locations where the velocity 
profiles (Fig. 2a) were obtained at H\ = 0.100m. In Fig. 2(a), 
the total area of the velocity distribution curve a denotes the 
dimensionless discharge q/Y2U (Eq. (8)) passing through 
x= -0.02m. The actual discharges computed for the five se­
lected sections agreed among themselves to within 2 percent. 

Based on Fig. 2(a), the streamline pattern y=f(x) was gen­
erated and plotted (Fig. 2(b)) to get r, ry, and </> (insert, Fig. 
3a) at the weir crest using Eqs. (4), (5), and (6). In Fig. 2(b), 
the free surface corresponds to \j/= 100. Fig. 3(a) indicates that 
the streamline radius parameter ry does not vary linearly with 
depth in a section close to the free-surface (Q.6Y2<y< Y2). 

Streamline Inclination <j>. Insert of Fig. 3(a) shows that the 
streamline inclination 4> deviates slightly from the linear var­
iation along the depth at the crest section C. A maximum 
deviation of the order of 10 percent in the <j> value occurs near 
the mid-depth of the flow over the crest. Since <£ has generally 
a low value (0.2-0.3 rad), the corresponding variation of cos 
4> in Eq. (6) for the range of maximum deviation is of the order 
of 1 percent. Hence, Matthew's assumption (1963) of linear 
variation of 4> between the value at the bed and that at the 
free surface will not lead to erroneous results. 

Weir Discharge Coefficient C^vd. Equation (10) was used 
to determine the weir discharge coefficient C</vei (Fig. 3(b)) 
using the areas of the velocity profiles for the two model weirs. 
Figure 3(b) also shows the variation of A * and Y2/Hx with 
Hi/R. 

Irrotationality of the Flow. The flow over the weir crest 
is treated as irrotational in the theoretical models. To indirectly 
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Fig. 4 Characteristics of weirs with D/S slope /3 = 45 deg (0.5 < H,/Rs 5.0). 
(a) Variation of r2 /H„ V*l2gHu and Hs/H, with H,/fl; (b) variation of dlH„ 
VS2l2gH„ (P/yH,)cr and H&/H, with «,//?. 

verify the validity of this assumption, the velocity profile data 
was analyzed. For accelerating flow over the crest, the bound­
ary layer is thin ( 6 « Y2). As such, while computing the total 
head Hs at the edge of the boundary layer C' (Fig. 1), one 
can assume that the pressure at the edge of the boundary layer 
CP/Y)a~the crest pressure (P/y)cr. The total head at the edge 
of the boundary layer Hb can be expressed as follows: 

2g \_ \y)cr ydy J 2g \y)cr 

At the location A (Fig. la) of the free surface, the resultant 
velocity head at A is Vs

2/2g = (u2 + v2)/2g = u2 (1 + tan2</>)/2g. 
Here, v denotes the vertical component of the velocity. Hence, 
with the crest C as the datum, the total head Hs at the free 
surface can be expressed as follows: 

H, = ̂ +Y2 (12) 
2g 

When the flow is irrotational in the region (excluding the 
boundary layer) between (1) and (2) of Fig. 1(b), the total head 
is conserved. Thus, Hs/Hl=Hs/Hl. Figures 4(a) and 4(b) show 
that these ratios are in fact close to unity and hence indirectly 
confirm the irrotationality of the flow (assumption 5). For 
complete validation of irrotationality of the two dimensional 
flow in the region AC' (Fig. 1(a)), one can independently 
obtain accurate static pressure and velocity distributions at 
many locations above the crest, compute the local total head 
and compare them with the total heads at the free-surface and 
at C'. Alternatively, one can use the experimentally determined 

velocity component data and show that the net vorticity is zero 
at different locations along AC' (Fig. 1(a)), (Vo, 1992). 

Conclusions 
In existing theoretical models, the slope and curvature of 

the streamlines for flow over the weir are assumed to vary 
linearly from the weir crest to the free-surface. The present 
results indicate that the linearity assumption is quite valid over 
a wide range of depths, except in a narrow segment below the 
free-surface. The region of crest flow above the boundary layer 
is verified to be irrotational. This provides a verification of 
the basic assumptions related to the development of existing 
theoretical weir models. The value of Qvei determined on the 
basis of the empirical procedure agrees very well with the 
previous results related to Cd obtained from direct discharge 
measurement. The alternate method suggested to determine 
the discharge coefficient of circular-crested weirs can be 
adopted for the case of other weir types. Lastly, the ability to 
measure the velocity field precisely in curvilinear flows enables 
one to indirectly estimate the precise pressure distributions in 
regions where the flow field is irrotational. 
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